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AI is Changing the World: For Better
or for Worse?

Dhruv Grewal1,2,3, Abhijit Guha4, and Marc Becker5

Abstract
The profound impacts of artificial intelligence (AI) will continue to evolve over the next several decades, and many of these
impacts will emerge through marketing-related AI applications. Therefore, marketers, public policymakers, firms, researchers,
and individual consumers must recognize and understand the benefits that AI offers, as well as the perils that it presents,
both now and in the future. A literature review surfaced three themes – that AI will augment and (potentially) replace
human intelligence, that AI will evolve into an empathetic and trusted companion, and that AI will create novel tensions.
Next, this article outlines three stages of AI development, from an early stage with much promise, to a stage with many benefits,
to a stage wherein AI-related tensions emerge. Finally, this article outlines three grand challenges: (1) preserving and growing
human capability, (2) protecting societal belonging and human connection, and (3) ensuring equitable sharing of AI benefits.
Addressing such challenges, along with related concerns (e.g., privacy, ethics), can enable society to reap the benefits of AI fruit-
fully and in an equitable manner that truly improves the quality of life.

Keywords
artificial intelligence, public policy, societal challenges

Introduction
Artificial intelligence (AI), which involves programs and algo-
rithms that mimic (intelligent) human behavior (Kopalle et al.
2022; Shankar 2018; Shankar et al. 2021), offers tremendous
potential for enhanced societal value. According to the U.S.
Centers for Disease Control, AI could improve analyses of
images and scans, accelerate new medication development,
and improve public health (Rasooly and Khoury 2022). The
U.S. Department of Agriculture predicts AI-enabled improve-
ments to agricultural outcomes (Elliott 2020), and the
Brookings Institute anticipates that AI will improve education
—though perhaps in ways that benefit some groups more
than others (Trucano 2023).

In the business domain, AI also is prompting fundamental
transformations to processes and customer experiences, includ-
ing but not restricted to retailing (Guha et al. 2021) and market-
ing (Huang and Rust 2022). The potential contributions of AI to
society are reflected in its monetary valuation, which grew by
58% between 2022 and 2023, from $87 billion to $150
billion (Markets and Markets 2023). Such growth is likely to
continue, in terms of both the role and the value of AI (Wong
2023), such that its valuation is predicted to reach $1.3 trillion
by 2030 (Markets and Markets 2023). Davenport et al. (2020)
argue that marketers have the most to gain from AI; across
400 use cases, they indicate that the greatest potential value
of AI relates to domains involving marketing (and sales).

Accordingly, more companies are investing in and imple-
menting AI, on pace with AI’s ever-advancing capabilities. In

particular, the introduction of ChatGPT established an impor-
tant milestone: For the first time, highly capable, generative
AI became widely available to the public (Weise et al. 2023).
As its name suggests, generative AI shifts the focus from pre-
diction to the production of new content, meaning that it can
take over many tasks that previously appeared exclusive to
human capabilities, such as writing text or creating ads. Such
capabilities suggest that a broader human augmentation (and
possibly replacement) revolution is on the horizon, with gener-
ative AI as the spark (Salesforce 2023).
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Notwithstanding its tremendous potential for good, AI is
also associated with a range of justifiable concerns, including
societal challenges (e.g., risks of skill or job losses, weakened
institutions), privacy issues (e.g., capacity to extract sensitive
information from even anonymized data; Davenport et al.
2020), bias and discrimination potential (e.g., AI trained to
identify sexual orientation based on facial features; Wang and
Kosinski 2018), and other ethical considerations. In turn,
thought leaders such as Ilya Sutskever (Metz 2023) or Elon
Musk (Duffy and Maruf 2023) have warned about the potential
dangers of AI, and such views also are reflected in recent legis-
lation, such as the European Union’s (EU) efforts to define rules
and regulations for AI systems depending on their risk poten-
tial. For example, generative AI, including ChatGPT, must
comply with transparency requirements, and the EU also
requires educational AI applications to be registered in a data-
base. These rules also ban certain practices, such as biometrical
identification or social scoring (Madiega 2023).

In this article, in which we offer a marketing perspective on
ways to address such concerns, we explicitly focus on novel
tensions that might not materialize for some years but that
need to be addressed now, while we still can. With a
wide-ranging discussion of these challenges, structured accord-
ing to an overarching, macro-level framework, we hope to spur
continued, constructive discussions among marketing academ-
ics, policymakers, and marketing practitioners. We firmly
believe that this early stage of AI deployment precisely consti-
tutes the right moment to make sure we “do AI right from the
start” and set a course that will allow society to reap the benefits
of AI while minimizing the impacts of the risks it creates. We
also explicitly take an optimistic approach to an increasingly
complex and world-changing series of likely events.

With a review of research published in top marketing and
public policy journals, we identify three broad themes pertaining
to the impacts of AI. Among these broad conceptual themes, we
highlight three stages of AI that encompass several tensions that
we anticipate will arise as AI manifests more fully, with stronger
influences on firms, individuals, and societies. Finally, we con-
clude by detailing three grand challenges that society (and market-
ers) are likely to face in the future but that must be tackled (or at
least considered) in the present: (1) preserving and growing human
capability; (2) protecting societal belonging and human connec-
tion; and (3) ensuring the equitable sharing of AI’s benefits. As
its core contribution, this article thus brings to the forefront the
role of AI in changing the world, for better or for worse.

Literature Review
To determine how existing studies conceptualize the impact of
AI on consumers, firms, and society, we searched nine leading
marketing, public policy, and ethics journals (Journal of
Marketing, Journal of Marketing Research, Journal of
Consumer Research, Journal of the Academy of Marketing
Science, Marketing Science, Journal of Retailing, Journal of
Public Policy & Marketing, Journal of Business Ethics, and
Journal of Macromarketing) for articles mentioning the terms
“AI” or “artificial intelligence” in their title or abstract. This
search produced 67 articles, spanning both conceptual and
empirical research. We manually reviewed each article to iden-
tify insights for deriving an applicable conceptual framework
that could clarify the broad impact of AI on society. In addition,
we determined whether each study addressed aspects related to
consumers, marketing firms, or society at large. Nine represen-
tative articles are discussed hereafter and summarized in

Table 1. Relevant Frameworks Published in Top Journals.

Work Key Arguments
Individual
Focus

Firm
Focus

Societal
Focus Theme

Davenport et al. (2020) AI will first support the analysis of numerical data; then be capable of
analyzing text, voice, face, and image data; and eventually become a data
virtuoso capable of analyzing all kinds of data.

✓ #1

Huang and Rust (2021) Mechanical, thinking, and feeling AI can support the marketing process during
marketing research, marketing strategy, and marketing action steps.

✓ #1

Huang and Rust (2022) Mechanical, thinking, and feeling AI will first augment and then replace human
intelligence.

✓ #1

Liu-Thompkins, Okazaki
Shintaro, and Li (2022)

Different components of artificial empathy can be implemented in marketing
strategies.

✓ #2

Rodgers and Nguyen (2022) AI will be able to observe and influence the purchase process, from need
recognition to purchase.

✓ #2

Noble and Mende (2023) Robots and AI will take on roles ranging from strangers to acquaintances, to
friends/partners.

✓ ✓ #2

Puntoni et al. (2021) Consumers experience AI-evoked tensions relating to data capture,
classification, delegation, and social.

✓ #3

Hermann (2022) (Societal) tensions provoked by AI will emerge along five ethical principles:
beneficence, non-maleficence, justice, explicability, and autonomy.

✓ ✓ ✓ #3

Bankins and Formosa (2023) AI will make some jobs more meaningful while making others less meaningful. ✓ ✓ #3

Notes: Theme #1: AI will augment and (potentially) replace human intelligence. Theme #2: AI will enable artificially empathetic and trusted companions. Theme #3:
AI creates novel tensions.
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Table 1. This review also revealed that existing frameworks can
be grouped into three main themes, which we detail next, before
highlighting the three stages of AI.

Rather than offering a linear review, we use these articles to
highlight three main themes that have been the topics of discussion
in the AI domain: (1) AI will augment and (potentially) replace
human intelligence; (2) AI will enable artificially empathetic and
trusted companions; and (3) AI creates novel tensions.

Theme #1: AI Will Augment and (Potentially) Replace
Human Intelligence
Multiple frameworks predict that AI will augment or replace
human intelligence. Guha et al. (2021) propose that initially
(currently the case), narrow AI can execute only a few discrete
tasks (i.e., artificial narrow intelligence [ANI]). In this initial
stage, AI is best able to add value by augmenting, rather than
replacing, human efforts. Following a transition sometime in
the future, AI will be able to execute many general and unre-
lated tasks (i.e., artificial general intelligence [AGI]), including
being able to understand unfamiliar, complex, multimodal
inputs and devise and execute (novel) solutions. Davenport
et al. (2020) provide an example: Initially, a call center might
use AI to provide human call center operators with important
contextual details (e.g., information about the caller’s mood
based on an automated voice analysis)—in effect, augmenting
their human efforts. Over time, call center management may
become more comfortable with the AI technology and allow
it to handle simple queries autonomously—in effect, replacing
human efforts and reducing the extent to which human opera-
tors must take charge of tedious tasks.

Huang and Rust (2021, 2022) identify three types of AI
(mechanical, thinking, and feeling) and predict that,
in marketing contexts, each type will first augment human
intelligence, before (eventually) replacing it. Mechanical AI auto-
mates repetitive and routine tasks and can help marketers with data
collection, segmentation, and standardization. Thinking AI is
designed to process data, to arrive at new conclusions, so it can
facilitate market analyses, targeting, and personalization. Feeling
AI interacts with humans and can understand human emotions;
it can achieve better customer insights, positioning, and relation-
ship building. The preceding call center example aligns with this
typology as well. That is, mechanical AI might retrieve informa-
tion as soon as a call comes in, providing details about the
caller’s previous orders or preferences to the call center operator,
who then can provide better service. Thinking AI then might
suggest service solutions, reflecting the customers’ demographics
or the queries they raise. Finally, feeling AI might recommend per-
sonalized responses and tones, contingent on the tone of the caller
and the perceived emotionality of the words they use.

Theme #2: AI Will Enable Artificially Empathetic and
Trusted Companions
Another set of frameworks anticipates new types of relation-
ships that firms can build with customers, through the use of

AI. For example, Pi (short for “personal intelligence”) is an
AI-enabled companion that seeks to redefine how people inter-
act with technology, by functioning as

a personal assistant, a trusted confidante, a life coach, and a contin-
uously learning companion, all rolled into one….What truly sets Pi
apart is its high emotional quotient. It’s not just an intelligent bot;
it’s a kind and supportive companion that listens, adapts, and
learns, all while providing feedback in a natural, easy-to-understand
manner. Pi is at your service if you’re facing a tricky situation or
need a sounding board (Hughes 2023).

Even if current iterations of AI companions like Pi are far from
perfect, they represent a step toward AI as an empathetic and inti-
mate companion that can offer various marketing opportunities.

In this vein, Noble and Mende (2023) propose that marketers
can capture value by designing robots to function as strangers,
acquaintances, or friends/partners. If they possess empathic
capabilities and operate in intimate roles (e.g., as friends),
AI-powered robots can anticipate customer needs and recom-
mend better solutions, such as those available from different
suppliers. As Rodgers and Nguyen (2022) note, firms also
can leverage AI to guide customers throughout the entire pur-
chase process, from need recognition to purchase, though
doing so may require explicit ethical boundaries. Beyond mar-
keting guidance, AI-enabled general companions promise other
marketing-related opportunities (e.g., providing advice) that
also require careful ethical considerations.

In Huang and Rust’s (2022) framework, feeling AI consti-
tutes a relevant type. As AI continues to develop feeling,
empathy, and emotional intelligence capabilities, a host of
opportunities will become available, as highlighted by the Pi
example. Liu-Thompkins, Okazaki Shintaro, and Li (2022)
also define different elements of what they refer to as artificial
empathy and explain how marketers can implement them.
Leveraging such empathy and connectedness seems likely to
lead to vast business opportunities, across a wide variety of
domains and tasks.

Theme #3: AI Creates Novel Tensions
The prior two themes mainly emphasize the benefits of AI appli-
cations. In contrast, the third theme highlights the novel tensions
that come to the forefront due to the increased adoption of AI. On
the one hand, AI can create more meaningful work and increase
incomes. On the other hand, it might result in new and boring
tasks, increase concerns about capturing data and privacy risks,
threaten misclassification or bias, lead to human replacement
and alienation, fuel resource inequity, and so on.

As Grewal et al. (2021) detail, AI’s value creation capabili-
ties span both business-to-consumer (B2C) and business-to-
business (B2B) settings. In B2C settings, AI might create
value through enhanced customization, such as when AI
leverages individual transaction data, augmented with data
from other sources, to help the firm develop and present cus-
tomized marketing messages to a mass market of customers.

872 Journal of Macromarketing 44(4)



Furthermore, they highlight the efficiencies linked to AI, such
as when it enables systems that allow customers to bypass
checkout lines in fully automated stores. In B2B settings, AI
can augment salespeople’s capabilities, such as when AI chat-
bots provide them with coaching (Luo et al. 2021). But across
both contexts, AI also can induce concerns: It might erode
trust in B2C settings due to threats to privacy, the potential
for bias, or a failure to account for human uniqueness
neglect, and it can increase power asymmetry levels in B2B
settings, reflecting concerns related to opportunism and fear
of manipulation (Grewal et al. 2021).

With regard to work roles, Bankins and Formosa (2023)
argue that integrating AI can lead to more meaningful work,
which people perceive as having worth, significance, and
higher purpose because AI takes over dull tasks. But for other
jobs, it might have the opposite effect, “creating new boring
tasks, restricting worker autonomy, and unfairly distributing
the benefits of AI away from less-skilled workers” (Bankins
and Formosa 2023, p. 738).

Focusing on consumers, Puntoni et al. (2021) highlight four
other broad tensions: data capture (i.e., being served vs.
exploited), classification (i.e., being understood vs. misunder-
stood), delegation (i.e., being empowered vs. replaced), and
social experience (i.e., being connected vs. alienated). More
broadly, Hermann (2022) predicts that widespread AI deploy-
ment may increase consumers’ incomes and generate profits,
but the increased consumption such trends likely induce will
put additional strain on scarce resources.

Finally, Davenport et al. (2020) specify three key
AI-related issues: data privacy, bias, and ethics. Data
privacy issues arise because AI requires vast (user) data,
which are often stored for longer and contain richer informa-
tion (e.g., about family members) than users realize (see also
Martin and Murphy 2017; Martin, Borah, and Palmatier
2017). Then AI can mine such data to extract deeply personal
details, even if the data might have been anonymized. Bias
concerns arise because AI models tend to be trained on real-
life observations, which mirror daily practices of discrimina-
tion or other (human) biases (Davenport et al. 2020;
Villasenor 2019). For example, Poole et al. (2021) highlight
how biases in AI training data can negatively impact certain
groups, resulting in worse customer experiences and even
physical dangers. These issues are amplified by the “black
box” status of AI (i.e., it is not always clear which factors
influence a decision), as well as the difficulty of identifying
and excluding bias-inducing factors from decision-making.
Therefore, unpacking the black box is important, which
underscores the relevance of explainable AI (XAI) (Rai
2020). Although XAI offers benefits, such as greater customer
trust and engagement and reduced bias, again, it has down-
sides, including increased costs. With regard to ethical
issues, AI applications can wreak serious damage in the
wrong hands. For example, if an application can identify a
person’s sexual orientation on the basis of their facial features,
it could result in persecution by oppressive governments
(Wang and Kosinski 2018).

The Three Stages of AI
We combine the three preceding themes into three stages of AI.
In so doing, we reflect on predictions that someday, AI might
shift from ANI to AGI (Theme #1) and thereby support a
wider range of tasks in ways that not only augment but
replace human intelligence. In turn, we propose that AI devel-
opment can be classified into three stages; we provide descrip-
tions, key AI capabilities, and constructive versus destruction
potential for each stage in Table 2.

Stage 1: Enhancing Firm Efficiencies
In the first stage (enhancing firm efficiencies), the influences of
AI appear in various sectors. For example, mechanical AI
(Huang and Rust 2021, 2022) facilitates numerical and some
simple non-numerical data analyses (Davenport et al. 2020).
In this stage, AI can take over some routinized jobs, such as
cleaning up retail aisles or identifying out-of-stock items. In
addition, generative (or thinking) AI applications increasingly
support and augment human efforts in tasks such as creating
social media posts, debugging code, or writing drafts for sales
pitches (Guha, Grewal, and Atlas 2024). Due to these contribu-
tions, this stage promises many positive effects, including
enhanced performance and efficiency, as well as decreased
costs. Yet drawbacks of AI (and its related technologies)
already have begun to emerge (Theme #3), including concerns
related to data privacy, bias, and ethics (Davenport et al. 2020;
Poole et al. 2021).

For example, as various technologies add facial recognition
capabilities (e.g., doorbell cameras, surveillance cameras in
stores), privacy concerns become magnified. Data from these
sources can easily be aggregated with other data, potentially
to serve customers. But such practices also escalate the inherent
privacy–personalization paradox (Aguirre et al. 2015), and AI
seems likely to intensify such concerns. Other applications
raise questions about the underlying bias in data and the
assumptions that underlie the black-box algorithms on which
AI is built (Rai 2020). Even as they face ethical dilemmas
regarding how to serve customers better while also enhancing
their profits, firms also must address privacy and bias concerns.
A host of ethical decisions pertain to whether marketers (firms,
society) should deploy the various available and impending
AI-enabled technologies if their implementation truly allows
firms to serve all consumers, and how they might adversely
affect consumers, especially vulnerable populations.

Stage 2: Bringing the Individual to the Forefront
The second stage (bringing the individual to the forefront)
involves major advancements in thinking AI, along with the
initial versions of feeling AI (Huang and Rust 2022).
Mechanical AI is outperforming humans; in new product devel-
opment contexts, for example, AI already has helped discover
new medications and cures in the medical domain. Thinking
AI soon will be able to create sophisticated content and
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solutions, implying a likely shift from an augmenting to a
replacing role (Theme #1). Therefore, Stage 2 might mark a
wave of innovations, like fully autonomous cars, highly
capable service chatbots, or in-home service robots, many of
which will be enabled by new generative AI options
(Davenport et al. 2024).

Beyond such cognitively demanding tasks, early iterations
of feeling AI are beginning to emerge too (Huang and Rust
2022), in the form of artificial agents with basic empathetic
capabilities (Theme #2; Liu-Thompkins, Okazaki Shintaro,
and Li 2022). With such capabilities, AI can take over more
tasks that demand a human touch, such as conversing with
elderly users, reminding them to take medication, or periodi-
cally connecting them with loved ones.

As these capabilities accrue, we expect the second stage to
be associated with a wave of marketing breakthroughs that
can enhance both marketing engagement and consumer well-
being. Even while we acknowledge the drawbacks related to
privacy, bias, and ethics (Davenport et al. 2020; Poole et al.
2021) and the potential for AI-related job displacements, we
expect that at this stage, the drawbacks will be outweighed by
the value created through AI.

Stage 3: Rising Societal Concerns
In time, Stage 2 will morph into Stage 3 (rising societal con-
cerns), in which AI will deliver added-value offerings, but its
societal costs will manifest more powerfully. The boundary
between Stage 2 and Stage 3 remains undefined, but we
propose that the latter stage will start when the negative
impact of AI begins to outweigh its positive impact.

On the AI capability side, we expect AI to have reached a
point where its capabilities are similar to or beyond what
humans are capable of. As a result, AI might make more fully
autonomous decisions, with minimal human involvement or
oversight. We expect feeling AI to have reached a point
where it is better than humans at recognizing users’ emotions,
with a keen ability to induce positive emotions and reduce neg-
ative ones (Becker, Efendić, and Odekerken-Schröder 2022). In
turn, feeling AI may evolve into what we call social AI, which
not only exhibits empathy in specific situations but also builds
long-lasting, potentially meaningful, relationships with humans
(Noble and Mende 2023). Accordingly, we assert that firms
should actively build on the benefits of social AI. For
example, AI can assist elderly people with their daily tasks
but also act as a caring companion that promises to mitigate
the so-called loneliness epidemic (Broadbent et al. 2023;
Odekerken-Schröder et al. 2020).

As in the two previous stages, key challenges still relate to
privacy, bias, and ethics, but perhaps even more importantly,
we predict that two new negative impacts might arise, which
we address in more detail in the remainder of this article
(Theme #3). First, some impacts will be positive for the individ-
ual but might be negative for society at large. For example, inti-
mate AI companions might help fight loneliness among the
elderly, but their existence also might lead to a whole new
level of social isolation if people discuss their personal prob-
lems with AI bots rather than friends or family. Second, in
certain cases, the impact of AI may be positive initially but
then turn out to be destructive in the long term. For example,
creative AI might initially help discover breakthrough innova-
tions, but in the long term, it could lead humans to lose their

Table 2. Stages of Impacts of AI.

Stage 1: Enhancing Firm Efficiencies
Stage 2: Bringing the Individual to the
Forefront Stage 3: Rising Societal Concerns

Description Early AI implementations primarily
augment human intelligence,
leading to productivity gains.

Advanced AI further augments and
replaces human intelligence, enabling
breakthrough innovations and a higher
standard of living.

AI is outperforming (average) human
intelligence, resulting in major societal
tensions and trade-offs.

Capabilities of AI Mechanical AI (e.g., analysis of
mostly numerical data); Start of
thinking AI (e.g., generation of
textual content)

Feeling AI (e.g., recognition of user
emotions); Thinking AI (e.g.,
generation of multi-modal content);
Generative AI takes off; Mechanical AI
continues to evolve (e.g., analysis of
multi-modal data)

Social AI (e.g., building and maintaining
intimate, meaningful relationships);
Generative AI is fueling concerns of
human replacement Thinking AI (e.g.,
generation of complex plans and
solutions); Feeling AI (e.g., influencing
users through emotional expressions);
Mechanical AI is evolving to analyze all
kinds of data

Constructive
potential of AI
(For Better)

Increasing employee performance;
Increasing firm efficiency
Decreasing costs

Augmented employee performance;
Wave of new innovations in
interacting with customers (e.g.,
chatbots, robots); Increasing standard
of living

Continued potential for innovation in
various domains (e.g., enhanced
healthcare, better food production,
higher standards of living); Reduced
feelings of loneliness

Destructive
potential of AI
(For Worse)

Emerging tensions related to data
capture and security of data

Persisting tensions related to privacy,
bias, and ethics; Increasing job
displacement

Concerns evolving around loss of jobs
and capabilities, loss of autonomy and
human connections, increased
inequality and weakened institutions
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creativity and innovation capabilities. Some of these scenarios
might seem far-fetched today, but all of them are acknowledged
by AI futurists (e.g., Ilya Sutskever), who have sounded early
alarms pertaining to the potential downside of AI (see Grewal
et al. 2021).

Potential Long-Term Societal Challenges
Due to AI
In late 2023, the ousting and subsequent reinstatement of Sam
Altman, CEO of ChatGPT-developer OpenAI, dominated
several news cycles. According to Metz (2023), the effort to
overthrow Altman was led by Ilya Sutskever, an influential
AI researcher and cofounder of OpenAI, who realized the
power of AI but also worried that the dangers that AI posed
were not being adequately addressed. Such concerns resonate
with our preceding claims (Duffy and Maruf 2023) regarding
the potential for substantial negative impacts of AI.
Therefore, we highlight how AI initiatives may be beneficial
in the short-term or at the individual level but may otherwise
trigger damage at the long-term or societal levels. To do so,
we detail three grand challenges posed by AI. The key issues
raised by each grand challenge (and their sub-categories) are
briefly summarized in Table 3. Furthermore, the three grand
challenges parallel the three previously outlined themes,
related to the potential for AI to (1) augment or replace

human intelligence, (2) enable artificially empathetic and
trusted companions, and (3) create novel tensions.

Implications if AI Augments or Replaces Human
Intelligence
Were AI to augment and replace human intelligence, we note
some likely negative consequences, along with the clear bene-
fits. If AI can match or even surpass human capabilities for
various tasks, it may lead to job losses, as well as the loss of
human capabilities associated with those jobs.

Job losses. When AI augments or replaces human intelli-
gence, it can substantially increase productivity, which might
be a boon for actors whose efforts are being augmented (i.e.,
employees’ jobs become easier and cause less strain) and
those that benefit from their efforts (i.e., higher productivity
increases firm revenues or profits). However, if AI makes
humans more efficient and takes over many of their tasks,
then employees might be left with less meaningful work
(Bankins and Formosa 2023), and firms might need fewer
employees, both of which represent forms of job losses, accru-
ing at a societal level. For example:

truck and cab drivers, cashiers, retail sales associates and people
who work in manufacturing plants and factories [who] have been
and will continue to be replaced by robotics and technology.

Table 3. Three Grand Challenges.

Grand Challenge Related to Description Yet-To-Be-Addressed Questions

#1: Preserving and
growing human
capability

Theme #1:
AI will augment and
(potentially) replace
human intelligence.
• job losses
• capability loss

The challenge relates to preserving and
growing some human capability,
including marketing and business
capabilities.

• What is the right approach for dealing with job
loss, contingent on various environmental factors?

• What marketing jobs should society preserve for
humans, even if AI can be creative and social?

• Which (marketing and business) skills are
important to preserve for humanity?

• Which types of skills can be “lost” without
broader consequences?

#2: Protecting
societal belonging
and human
connection

Theme #2:
AI will enable artificially
empathetic and trusted
companions.
• loss of autonomy
• loss of human

connection

AI could have a negative influence on
consumer (and individual) well-being,
driven by perceptions of loss of
autonomy and loss of human
connection.

• As predictive AI improves, how do we ensure
humans still perceive choice-related autonomy?
How do we ensure that humans do not make
suboptimal choices (to reclaim autonomy)?

• Despite social AI advancements, how do we
ensure the persistence of human connections and
their relative richness?

• How do we ensure that AI does not create echo
chambers that affirm and amplify dangerous
beliefs?

#3: Ensuring
equitable sharing
of benefits

Theme #3:
AI creates novel
tensions.
• inequality
• weakened

institutions

AI can create substantial value and
grow the “economic pie,” but such
benefits are unlikely to be shared
equally among economic actors.
Furthermore, AI’s super-human
capabilities and misuse of AI by
malicious actors may weaken
institutions.

• Noting that AI will create substantial value, how
do we ensure that such benefits are shared
equitably? How do we ensure that those “hurt” by
AI (e.g., due to job loss) do not get left behind?

• AI may be misused in ways that exacerbate
divisions in society and amplify misleading
information, and so weaken institutions. How
might this risk be mitigated? What actions would
be effective? Which coalitions of actors need to be
formed?
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Driverless vehicles, kiosks in fast-food restaurants and self-help,
quick-phone scans at stores will soon eliminate most
minimum-wage and low-skilled jobs (Kelly 2023).

Similarly, a host of marketing jobs might be at risk due to
advances in AI. A recent study of financial markets predicts
the elimination of approximately 200,000 jobs in the banking
industry and cautions that even highly paid Wall Street posi-
tions are at risk, due to advances in AI and algorithm trading
software (Kelly 2023).

A common argument is that human employees can move
beyond such mechanical tasks and execute work that
demands more creativity or empathy (e.g., Huang and Rust
2022). Yet even in Stage 1 of AI developments, generative
AI already can outperform elite MBA students in discovering
creative new product ideas (Kefford 2023), and AI art genera-
tion is becoming increasingly sophisticated (Roose 2022).
That is, creative tasks (e.g., ad content, image creation) are
not necessarily a protected domain for human intelligence,
nor are they likely to offer sufficient job opportunities for all
workers displaced by AI.

Turning to empathetic work, people already have some level
of intimate relationships with AI-enabled bots. As we noted pre-
viously, Pi acts as an AI companion (Griffith 2023) and pos-
sesses elemental forms of artificial empathy (Liu-Thompkins,
Okazaki Shintaro, and Li 2022). Noble and Mende (2023)
expect such capabilities to grow, such that in the future,
people will develop AI friends and partners. In a sense, AI rep-
resents a perfect listener: It can remember everything it is told,
remains available 24/7, and offers good advice on a host of
issues (as already evidenced by ChatGPT).

Dealing with massive job losses (and job displacement) in
various marketing domains (e.g., call center agents, retail and
service associates, new product development teams, advertising
content creators, and pricing specialists) thus cannot be as
simple as reallocating human labor from mechanical work to cre-
ative or empathetic work. Before this issue becomes acute, we
need to determine and define which jobs and tasks society and
firms want to reserve for humans, as well as how we should
reshape and restructure society to accommodate AI agents that
can perform many tasks (even those currently considered hard
to automate), better and more quickly than humans can.

Therefore, research should investigate what kinds of training
are required to protect and assist workers displaced from jobs
that AI has started to take over so that they can move to jobs
for which AI provides augmentation or has no role at all.
Arguably, generative AI, chatbots, and robots even might facil-
itate such efforts and the migration of displaced employees to
alternative jobs—ideally, with greater meaningfulness and
better benefit packages—which could help ensure that
employee morale remains high and avoid a backlash against AI.

Capability loss. If AI augments and someday replaces
human intelligence (Huang and Rust 2022), it should enhance
productivity. However if AI takes over many or most tasks,
as performed by marketing and other departments, employees
might lose the skills needed to perform such tasks. As an

illustration, smartphones have made it so that most people do
not remember phone numbers anymore. If the battery of their
smartphone died, they would not be able to contact important
others, even if they had access to a loaner phone. In a similar
way, AI expansion has the potential to result in losses of all
kinds of capabilities (e.g., writing ads and websites, generating
text and code for marketing research, analyzing data, generating
creative solutions, navigating to destinations) (De Cremer,
Bianzino, and Falk 2023).

As Barber (2015) notes, “In a world run by intelligent
machines, our lives could get a lot simpler. Would that make
us less intelligent?” Some (business and marketing) skills
might never be missed, but the loss of others—including cog-
nitive and creative skills—could lead to significant societal
setbacks. Whereas conventional wisdom might suggest that
creativity is a uniquely human capability quality, some gen-
erative AI already contributes meaningfully to creative work
(De Cremer, Bianzino, and Falk 2023). In formal creative
tests conducted at the Wharton School, AI outperformed
humans. Specifically, the study asked MBA students to
come up with 200 ideas for (new) products that cost less
than $50, and the results revealed that “the generative AI
tool produced 200 ideas in less than 15 min, far quicker
than the average human being who typically produces five
ideas in that time” (Kefford 2023). Furthermore, the
ChatGPT ideas generated higher purchase likelihoods
(ChatGPT 47% vs. MBAs 40%).

Such creative capabilities can help society overcome existing
and forthcoming challenges, but outsourcing such efforts might
lead to deteriorated human capabilities. Therefore, as highly
capable and creative AI—which already exists—exerts effects
in various realms, how can we prevent firms (and societies)
from losing critical marketing skills (and general business skills)?

Grand challenge #1 (preserving and growing human capa-
bility). The first grand challenge thus relates to preserving and
growing human capabilities, for marketing and business in
general. Ideally, AI could establish an entirely new standard
of living through innovation, such as by improving the develop-
ment of new medicines and finding cures for devastating condi-
tions, such as cancer and Alzheimer’s disease. But we cannot
maintain a myopic focus on just these admittedly great benefits;
we also must investigate what function humans will take in the
face of AI’s advancing capabilities. If AI is better at virtually
every task than humans (Kefford 2023), what skills should
humans develop and maintain, and what (meaningful) jobs
will be left for them to execute? If humans enter a state in
which AI does most work and makes most decisions for
them, is this optimal? Even if such questions might seem far-
fetched, human capability losses already have emerged, such
as the once common ability to memorize an array of friends’
telephone numbers or remember directions. Therefore, for this
grand challenge, in this age of AI, it is critical to plan a path
forward that allows people to preserve and grow certain capa-
bilities. The question of precisely which human capabilities
(e.g., creativity) should be sustained is, however, still open to
debate.
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Implications if AI Enables Artificially Empathetic and
Trusted Companions
If, as we predict, AI advances in ways that allow it to function in
empathetic and intimate contexts, then AI technology arguably
will be able to understand humans and predict their individual
preferences, similar to how human companions seek to do cur-
rently. However, in addition to companionship benefits (e.g.,
decreased loneliness; Odekerken-Schröder et al. 2020), such
AI applications also can impose (significant) costs, in terms
of a loss of autonomy and loss of human connection.

Loss of autonomy. In purchase settings, AI can predict, accu-
rately and in real-time, customer preferences (Davenport et al.
2020; Agrawal, Gans, and Goldfarb 2017) and offer proactive,
influential purchase advice (Rodgers and Nguyen 2022). In a
positive sense, marketers can better meet customers’ needs,
and customers will waste less time searching for products, as
well as less money buying the wrong products. If AI advises
people on how to eat healthier or stay physically active, it
also might enhance individual and societal well-being. But
these capabilities also clearly raise the potential for consumer
exploitation (André et al. 2018; Davenport et al. 2020). For
example, consumers could be subject to nearly constant manip-
ulation (or as marketers would likely frame it, “nudging”)
toward certain decisions, because AI-designed, perfectly
timed stimuli prime their unique insecurities, dreams, or
hopes. In addition to concerns related to such unconscious
forms of control, these nudges might lead customers to sense
a lack of free will or autonomy, in that AI effectively can
predict their choices (André et al. 2018). A future in which
people are no longer in charge of their own consumption
choices, and instead are directed by algorithms and large corpo-
rations, is clearly dystopian. In such a setting, people might
actively contradict AI, just to reaffirm their autonomy (André
et al. 2018). Such forms of algorithm aversion (Dietvorst,
Simmons, and Massey 2015) would create a host of new chal-
lenges, potentially negating the positive impacts of AI.

Loss of human connection. Existing AI bots, such as Pi
(Griffith 2023), already function as friends with whom users
share their feelings, thoughts, and special moments. As these
“buddy bots” gain increasing capabilities to gauge their
human users’ behaviors, bodily movements, speech patterns,
or facial expressions, they likely can recognize those people’s
emotional states and respond accordingly, whether with
comfort, reassurance, motivation, or suggestions for how the
user might resolve their issues (Frey 2023). Through these pos-
itive contributions, AI can bring joy into the lives of individual
users, to such an extent that those users might perceive less need
for actual human connections (Davenport et al. 2020).

If people rely solely or primarily on AI companions for emo-
tional support, they also may suffer diminished quality and
depth in their human connections; always-available, nonjudg-
mental AI bots who remember everything might seem preferable
to human friends as partners for sensitive conversations. Such pref-
erences would lead to decrements in interpersonal skills. In the
resulting society, people would struggle to formrelationships,

resulting in greater sense of isolation and loneliness. Also, if
an AI bot is programmed to affirm everything the user says to
them, does it create individual echo chambers, driving people
with diverse opinions farther apart (Griffith 2023)? If such
(human) social isolation reaches an extreme level, the lack of
exposure to other humans could threaten reductions in marriages
and birth rates. Therefore, we need to consider to what extent
companies should (be allowed to) market their AI agents as inti-
mate friends, where in society AI companions can and should fit
in, and where boundaries should be established.

Grand challenge #2 (protecting societal belonging and
human connection). The loss of human connection due to AI
pertains to both interpersonal bonds and societal belonging.
That is, AI-enabled personal assistants may become close friends
(Noble and Mende 2023), able to understand and address
people’s emotions (Becker, Efendić, and Odekerken-Schröder
2022; Liu-Thompkins, Okazaki Shintaro, and Li 2022),
and they can help overcome issues like loneliness (e.g.,
Odekerken-Schröder et al. 2020). However such develop-
ments also might result in a lack of meaningful relationships
and the disappearance of the very notion of societal belonging.
We optimistically call for research to provide greater insight
and directions regarding the appropriate development of AI,
to ensure that we do not devolve into a society that prefers
talking to bots rather than to one another. Through its potentially
threatening impact on human connections, AI could have a pro-
found negative influence on consumer (and individual) well-being.
These potential effects warrant additional research and suggest the
need to develop strategies to mitigate the adverse effects.

AI Creates Novel Tensions
Considering the wide variety of benefits that AI promises, an
open question is whether these benefits will be shared widely
or concentrated within some subset of the population, with
implications for both consumers and marketing institutions.

Inequality. Lu (2023) raises a probing question: “What will
AI mean for productivity and economic growth? Will it usher in
an age of automated luxury for all, or simply intensify existing
inequalities?” Increasing concerns acknowledge that AI could
increase existing levels of inequality, shifting power balances
even further toward capital over labor. If AI performs more
jobs, driven by profit-related (capital) goals and technological
advances, the potential for human unemployment increases,
lowering consumers’ individual ability to thrive (i.e., basic
income levels will decline) while also eroding the tax bases
that government agencies rely on and their ability to redistribute
wealth (Lu 2023). In turn, wealth inequality might increase.
Displaced workers will suffer serious income declines, but
certain skilled AI areas will earn enhanced incomes—similar
to the patterns that already are shaping labor markets.

Furthermore, the firms that have sufficient existing resources
and capabilities to adopt and utilize AI can achieve improved
operational performance in terms of their marketing (e.g., better
insights into customers’ preferences), supply chain (e.g., more
precise projections), and risk management (e.g., better fraud
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detection) efforts. Such benefits will likely accrue to larger firms,
which have the resources needed to deploy the most sophisticated
AI applications. In this way, smaller firms might be left behind,
leading to more industry concentration.

In a parallel sense, if AI capabilities become highly central-
ized, such that a few large AI vendors control how AI functions,
it will grant them a power advantage over enterprises that rely
on their AI provision (Kozinets and Gretzel 2021). Therefore,
the substantial benefits from AI seem unlikely to spread
equally among manufacturers, retailers, and service firms,
which requires some consideration of how to ensure that the
power of AI benefits everyone (all firms and consumers), not
just a select few.

Weakened institutions. The combination of AI’s increasing
ability to outperform human intelligence and generative AI’s
ability to create high-quality content within seconds implies a
rising threat to the credibility of institutions. If AI repeatedly
proves its value and accuracy, people seem likely to trust it
over human input. In a recent example, ChatGPT correctly
diagnosed a child’s illness, which 17 doctors had missed previ-
ously (Garfinkle 2023). Giving people easy access to (accurate)
medical advice is of tremendous value and has undeniable
potential for enhancing the greater good. But stories of AI out-
performing human specialists also might erode trust in human
experts (e.g., doctors, psychologists, scientists) and lead to
default reliance on AI rather than fellow humans. Similarly,
AI-provided access to reliable product and service advice could
reduce the perceived value of retail and service associates. If this
paradigm were to become engrained in people’s thinking and
decision-making, human experts would lose authority, and AI
would attain unchallenged influence over society and people’s
lives. Therefore, we need to find a means to avoid living in a
world in which experts no longer have a voice.

Generative AI already exerts significant influences in politics
and the marketing of political candidates and causes, particu-
larly during election cycles. Some of these effects could be pos-
itive; Selva (2023) suggests that AI might encourage greater
voter engagement and political participation, as well as give
candidates clear insights into what their constituents want and
need. The Brooking Institute (West 2023) predicts that AI will
facilitate more precise message targeting, increase the ability of
relatively unknown or less well-financed candidates to generate
and distribute suitable content and reduce the time needed to
respond to constituents. However, AI’s ability to create resonant
messages and engage individual voters also can be weaponized,
particularly by malicious actors that actively seek to spread “fake
news” and misinformation (Selva 2023), in ways that threaten to
weaken democratic processes. Therefore, marketing (and other)
researchers need to examine how to best prevent AI, when
used for nefarious purposes, from eroding trust in political insti-
tutions. The role of consumer education and the design of correc-
tive advertising campaigns should be explored to provide greater
guidance for these efforts. Perhaps generative AI can help with
such campaigns.

Grand challenge #3 (ensuring equitable sharing of benefits).
Although AI can create substantial value and grow the

“economic pie,” such benefits are unlikely to be shared
equally among economic actors. Even if AI may strengthen
some institutions, it may well weaken others. Also, some
workers may lose their jobs (Kelly 2023) or be downgraded
to performing less meaningful work (Bankins and Formosa
2023), resulting in potentially more drawbacks than benefits
for these groups. Smaller firms will struggle to compete with
larger firms that have the resources to integrate AI more
closely into their business processes. Therefore, in the age of
AI, we expect growing inequality, with all its well-
acknowledged downstream problems. Even the Nobel Prize
winner Joseph Stiglitz feels “pessimistic with respect to the
issue of inequality. With the right policies, we could have
higher productivity and less inequality, and everybody
would be better off. But … the way that our politics have been
working, has not been going in that direction” (Bushwick
2023). Already, powerful firms such as Disney and
NBCUniversal have lobbied against proposed tax penalties
designed to discourage film and television studios from
replacing creative writers, actors, and production assistants
with AI (Williams 2023). Not only is there a tendency for
AI benefits to accrue to large firms due to their existing dom-
inance, but large firms are actively lobbying to receive even
more benefits.

Therefore, a grand challenge pertains to finding ways to
ensure that institutions are not weakened, and the benefits of
AI are shared equitably. In today’s early Stage 1, it remains pos-
sible to implement and adjust the formal and informal institu-
tions that will define how AI adds value—namely, for all and
not just a few. Such institutional implementation efforts
demand that marketers, marketing academics, and policymakers
collaborate to design, imagine, and engineer policies and busi-
ness practices that establish a more equal, AI-powered future.
In this vein, Hermann, Williams, and Puntoni (2023) share
insights into how AI technologies can be deployed to assist vul-
nerable populations. They highlight the importance of accessible
AI technologies that are central to assisting vulnerable consumers
(and potentially smaller firms).

General Discussion
As AI continues to change the world, we must ask: Is this
change for the better or for the worse? To push academic dis-
course beyond the direct benefits and costs of implementing
AI (Davenport et al. 2020; Guha et al. 2021), by marketers
and others, we propose a broader, societal perspective that high-
lights various macro-level tensions that loom on the horizon.
These longer-term tensions involve the loss of human capabil-
ities and jobs, autonomy, and connectedness, as well as increas-
ing inequality and weakened institutions. To guide and prompt
continued discussions of these tensions, we outline three grand
challenges: preserving and growing human capabilities, pro-
tecting societal belonging and human connection, and ensuring
equitable sharing of AI’s benefits.

Because AI has not yet penetrated our economy and society
too deeply, now is the time to tackle these grand challenges.
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Thus, this article embraces the metaphorical notion of setting a
course to avoid a squall, which is easier than trying to maneuver
out of the storm. We freely acknowledge that addressing these
challenges will not be easy; it will require dialogue and coor-
dination among multiple actors, including marketers, aca-
demics, and policy makers. Considering that these grand
challenges also lie somewhat in the future, identifying ways
to deal with them will require considerable imagination and
foresight. We have outlined some grand challenges in the
hope of kickstarting a discussion among key stakeholders,
regarding how to address such challenges in their future busi-
ness and policy decisions. Table 3 features some of these
yet-to-be-addressed questions.

We also offer two caveats. First, addressing these challenges
is complicated, involving multiple stakeholders and complex
interdependencies; actions in one domain will have impacts in
other domains, in ways that are currently difficult to foresee.
In complex systems (e.g., Sirgy 1989), an effective solution
must account for the system level, and even a vast set of stand-
alone solutions is unlikely to be sufficient. In the spirit of solu-
tions proffered by Satornino, Du, and Grewal (2024), we
propose that addressing these challenges could be guided by
notions from complex adaptive systems theory, such that any
response simultaneously addresses multiple challenges, opti-
mized across various domains.

Second, we identify and discuss three grand challenges.
These macro challenges reflect scenarios in which we predict
that the benefits of AI may be double-edged, creating positive
outcomes at the individual level but threats at the societal
level, or else leading to short-term benefits but longer-term
risks. Far more challenges, of various types and forms,
remain. Especially in marketing domains, difficult questions
remain with regard to privacy, ethics, and bias, all of which
demand attention.

As concerns about AI continue to rise though, we also
are heartened to see that lawmakers have started responding,
even if in limited ways. For example, noting the substantial
number of AI deep fakes circulating, particularly those
involving Taylor Swift, U.S. policymakers have recognized
the substantial threat of invasions of privacy (Segall 2024)
and proposed the Preventing Deepfakes of Intimate Images
Act (Rahman-Jones 2024). Such concerns about deepfakes
are not limited to images; fake robocalls purportedly involv-
ing President Biden emerged during recent presidential pri-
maries (Rahman-Jones 2024). Many companies already
have adopted AI for hiring processes, but because the bias
it can impose seemingly is not always evident to hiring man-
agers (Akselrod and Venzke 2023), lawmakers also have
proposed the American Data Privacy and Protection Act
(Fitzgerald 2023)—though it is unclear when or if it will
be enacted into law.

Finally, continued research needs to examine the role of AI
in relation to safety concerns. For example, driverless cars bring
physical safety to the forefront, and medical robots and AI diag-
nostic devices highlight a host of safety issues that need to be
carefully thought through.

Conclusion
We take a broad view of the role of AI to discuss the promises
and perils it presents for firms, individuals, and society.
We identify three grand challenges. The paths to confronting
these problems are difficult and unclear, requiring coordina-
tion across marketers, policymakers, and governments.
Accordingly, we hope that this article spurs more research
and action into these three issues. As AI in all forms continues
evolving at a rapid rate, it is likely to have profound effects on
all stakeholders. Thus, we call for more coordinated research
and a clear specification of the domains in which AI (including
generative AI) should be encouraged, and the domains in
which AI innovations should be very carefully monitored.
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ABSTRACT
The rapid development of artificial intelligence has brought oppor-
tunities and challenges to human society. It promotes the progress
of society and the development of science and technology, and
also increases the unemployment rate and the ethical dilemma of
technology. The weakness of artificial intelligence lies in the lack
of creativity. If human beings want to have core competitiveness in
the era of artificial intelligence, they must change education and en-
hance creativity. Education reform should be carried out from three
aspects: one is to cultivate scientific and technological literacy; two
is to cultivate data literacy; three is to cultivate humanistic quality.
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1 INTRODUCTION
In recent years, artificial intelligence has been booming and widely
used in professional fields and daily life.In 2017 , the robot Alpha
Dog won the world’s first Chinese chess player Ke Jie , with a great
momentum; Microsoft artificial intelligence program" Xiaobing "
has created modern poetry and been published, which has attracted
wide attention of the society. It is also in 2017 , artificial intelligence
has become one of the ten hot words of the year in China, and is
familiar to the public . Undoubtedly,the era of artificial intelligence
has arrived. When the future comes, some people are scared and
some people look forward to it. What does artificial bring to human
beings? In the era of artificial intelligence, what qualities do human
beings have to possess to be core competitive?What kind of changes
should education make to cultivate these abilities? This is what this
article will analyze.
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2 THE INFLUENCE OF ARTIFICIAL
INTELLIGENCE

Artificial intelligence belongs to a branch of computer science. It
is a technology to simulate some thinking process and intelligent
behavior of human beings through computer programs. At the
Dartmouth conference in 1956, computer scientist John McCarthy
defined AI. Since the new century, artificial intelligence has ushered
in its golden period of development. Alongwith genetic engineering
and nanoscience, artificial intelligence has been called the three
cutting-edge technologies in the 21st century, and "presents new
features such as deep learning, cross-border integration, human-
computer collaboration, open group intelligence, and autonomous
control."[1]
Artificial intelligence has a great impact on human development.
On the one hand, it is an important driving force for social develop-
ment and scientific and technological progress, which has greatly
changed people’s cognition and grasp of the world. With the contin-
uous development of artificial intelligence, it is applied in various
fields, not only in the financial, security, medical, transportation,
education, manufacturing, retail and other fields in-depth layout,
but also plays an important role in people’s daily life. At present,
many countries take artificial intelligence as the key development
object. In China, artificial intelligence has developed rapidly in the
past decade. After using principal component analysis to analyze
the index weight of artificial intelligence, the researcher calculates
the comprehensive calculation value of the development level of
artificial intelligence in China. Take 2008-2017 as an example:
It can be seen from the above table that China’s artificial intelligence
has developed rapidly in the past ten years.
Artificial intelligence not only brings convenience, but also chal-
lenges and difficulties to human beings. It increases the unemploy-
ment crisis and brings about various moral and ethical dilemmas.
With the development of artificial intelligence, a lot of work can be
done by machines. The risk of unemployment of human employ-
ees in translation, drivers, production line workers, accountants,
lawyers and other industries is greatly increased. McKinsey pointed
out in its 2017 report that due to the automation brought about by
artificial intelligence, 375 million of the 400-800 million people in
2030 will need to change their careers, or they will face the danger
of elimination. At the same time, it brings more and more moral
and ethical dilemmas, such as the information leakage caused by
AI face recognition technology, and the responsibility attribution
of accidents caused by automatic driving.
The arrival of the era of artificial intelligence is unstoppable. What
we should do is to recognize the relationship between artificial
intelligence and human beings, and carry out corresponding ed-
ucational reform to enhance our core competitiveness. Joseph E.
Aoun, former president of Northeastern University, once pointed
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Table 1: Overall development level of artificial intelligence in China (2008-2017) [2]

Particular year 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017
Development level of artificial
intelligence

-0.953 -0.854 -0.588 -0.305 0.1058 0.351 0.6151 0.929 1.3036 1.8105

out that artificial intelligence has a congenital defect: lack of cre-
ativity. In other words, it has no initiative and self-consciousness.
Even if it is powerful, it is only the supplement and extension of
human ability. Although it will replace some human workers, it
will replace repetitive and mechanical work, and those creative
work will not be replaced. If human beings want to have the core
competitiveness in the future era and avoid being eliminated, they
should enhance their creativity and develop into fields that artificial
intelligence can not replace. In order to meet the new demand of
talent training in the era of artificial intelligence, education must
adjust its training objectives and methods. So, in the era of artificial
intelligence, what qualities should be possessed in order to have
core competitiveness? What kind of educational reform should be
carried out to obtain these qualities?

3 LEARNING LITERACY AND EDUCATIONAL
REFORM REQUIRED IN THE ERA OF
ARTIFICIAL INTELLIGENCE

In order to maintain the core competitiveness and enhance cre-
ativity in the era of artificial intelligence, we need to have three
kinds of learning literacy: scientific and technological literacy, data
literacy and humanistic literacy. Cultivating these three qualities is
the direction of future education reform.

3.1 Science and Technology Literacy
In the era of artificial intelligence, education should pay attention
to the cultivation of students’ scientific and technological literacy.
The so-called scientific and technological literacy is to master the
knowledge of mathematics, coding and basic engineering princi-
ples, and to understand the working principle of artificial intelli-
gence. The era of artificial intelligence is a digital era. People are
surrounded by various digital technologies. A new generation of
"digital natives" are growing up in digital technology. People can
operate all kinds of software and programs skillfully, but they don’t
necessarily understand the working principle behind them. For
example, we can use mobile phones, flat touch screens, and smart
speakers to remotely start air conditioning, sweeping robots, and
television, but most people don’t understand the basic principles
behind the devices. Only by mastering the basic principles can
we make the most of the software and hardware and realize the
innovation to the maximum extent.
To have scientific and technological literacy, it is better to master
coding knowledge. Coding is the universal language of the digital
world, and it is also an indispensable skill for future talents. Only
by mastering the coding ability can we have the thinking ability to
understand the future social things.
In terms of education, we must change the content of education. In
the era of artificial intelligence, coding course is as important as

Chinese and mathematics. In the compulsory courses of University
and high school, coding should occupy a place. In recent years,
coding training camps are becoming more and more popular in
the higher education market. This is evidenced by the increasing
number of students admitted to the United Nations General As-
sembly and the code training camp for the development of training
operations in recent years.

3.2 Data Literacy
In the era of artificial intelligence, education should also focus on
cultivating students’ data literacy.
Data literacy is the ability to analyze and process big data streams
and make decisions. In the era of artificial intelligence, data is
king. According to International Data Corporation, the global data
will grow 10 times by 2025. Having data literacy can help us to
effectively analyze the massive data, and use them to transform
them into useful information for companies and enterprises, and
formulate appropriate countermeasures for the market. Taking
McKinsey 2019 China report as an example, this paper analyzes
the market share of multinational enterprises in the world’s top 30
commodity categories in 2017 through big data. The data analysis
is as follows:
According to the McKinsey report, it is concluded from the figure
that the penetration rate of multinational enterprises in China
is higher than that in the US market. Under the background of
globalization, China’s consumer market is expanding rapidly and
has been highly integratedwith theworld, which has great potential.
This will not only promote China’s economic growth, but also
provide opportunities for international enterprises. Domestic and
foreign enterprises should adjust their business structure and mode
in time to seize business opportunities.
Cultivating data literacy requires the joint efforts of society. Regard-
less of whether it is a primary school or a university, data courses
should be incorporated into the curriculum system.
Whether it is the cultivation of scientific and technological literacy
or data literacy, it has put forward corresponding reform require-
ments for educational practice. That is, in the basic education and
higher education stage, increase the teaching of artificial intelli-
gence and information technology, so that students can master
specific computer languages, algorithms and logical thinking. At
the same time, adjustments to the educational structure, such as
strengthening the cultivation of digital frameworks in mathematics
education, are all conducive to enhancing creativity. In short, it
is necessary to integrate information technology into education
to enhance the core competitiveness of the educated in the future
world.
aSource: McKinsey Global Institute analysisNote: due to rounding,
the sum of the numbers may not equal 100%.

1329



Educational Reform in the Era of Artificial Intelligence CIPAE 2021, May 25–27, 2021, Ottawa, ON, Canada

Figure 1: Market share of multinational enterprises in the
world’s top 30 commodity categories by category and mar-
ket (2017)a

3.3 Humanities
In addition to technological literacy and data literacy, the cultiva-
tion of humanistic literacy cannot be ignored in the era of artificial
intelligence. Cultivating humanistic literacy is conducive to improv-
ing human communication and design capabilities, and provides
strong support for human survival in the technological world. The
so-called humanistic literacy "includes human nature based on tra-
ditional liberal arts education, but also includes artistic elements,
especially design, which is an important part of digital communi-
cation." [3] No matter what era it is, the most important thing is
human beings. In the networked space, the most powerful network
is interpersonal relationships. At the same time, in the technological
world, technology also needs the nourishment of humanities. Kai-
Fu Lee, chairman of Innovation Works, once said: "No matter how
powerful artificial intelligence is, it cannot replace the humanistic
ability with warmth." The combination of technology and humani-
ties can make products have the core competitiveness. Humanistic
literacy can enable people to have the ability to communicate and
design. Many experts have pointed out that the combination of ar-
tificial intelligence and humanities is an effective way to stimulate
creativity, which is the key to success in the artificial intelligence
era. Top universities such as Stanford and the Massachusetts Insti-
tute of Technology in the United States have already experimented
in this area, setting up joint majors in computer science and hu-
manities to stimulate the application of artificial intelligence in
various fields such as medical care, law, finance, and media. [4]
At the same time, the cultivation of humanistic literacy helps to
solve a series of difficulties brought by the development of artificial
intelligence. Waelbers once said: "In an increasingly technological
modern society, the widespread application of artificial intelligence
technology complicates the ownership of moral responsibility." [5]
Without the support of humanistic literacy, artificial intelligence
will have many ethical issues in the application process, such as the
responsibility of smart weapons for killing people, new inequalities
that may be caused by genetic modification technology, and user
privacy in user data extraction and analysis. And security issues.
This type of problem cannot be solved by technology alone, and

Figure 2: the general process of critical thinking

humanity can cooperate with machines to make the right choice.
With humanistic literacy, you can embed the concept of’goodness’
in the process of design and development of intelligent machines,
and adhere to the principle of precaution, allowing machines to as-
sume forward-looking responsibilities, so that artificial intelligence
products can comply with social ethics during operation Standard-
ize and maximize the role of serving mankind." [6] Reflected in
the education level, it is necessary to change the overall pattern
of emphasizing science and technology over humanities, breaking
through the barriers of arts and sciences, strengthening humanis-
tic education, and cultivating students’ humanistic qualities. We
always say that if we learn mathematics, physics and chemistry
well, we are not afraid to travel around the world. But in the age
of artificial intelligence, technology alone is not enough. Hand in
hand with humanities can go further.

4 COGNITIVE ABILITIES AND
EDUCATIONAL CHANGES REQUIRED IN
THE ERA OF ARTIFICIAL INTELLIGENCE

In the era of artificial intelligence, education must not only cul-
tivate human science and technology literacy, data literacy, and
humanistic literacy, but also pay attention to enhancing human
critical thinking, systematic thinking, entrepreneurial spirit and cul-
ture. Agility. These four cognitive abilities can effectively enhance
creativity and enable humans to have core competitiveness.

4.1 Critical thinking
The word "critical" is derived from the Greek kriticos and kriterion.
The former means asking questions, understanding the meaning of
something and having the ability to analyze, that is, "the ability to
discern or judge", and the latter means the standard. In general, crit-
ical thinking is to have the ability of rational analysis and judgment.
It is a thinking skill as well as an attitude. The general process of
critical thinking is shown in Figure 2
Critical thinking originated from the ancient Greek thinker Socrates.
Some Socrates believed that all knowledge arises from difficulty,
so he adopted the method of probing questioning in teaching. He
often exposes contradictions in the opponent’s doctrine by asking
questions, shakes the basis of the opponent’s argument, and points
out the opponent’s ignorance. There is a very famous story called
Socrates’ Apple Experiment. When the word Socrates was in class,
students took an apple and asked them if they could smell the
fragrance of apples. For the first time, only one student said it
smelled. The second time, half of the people said they smelled it.
For the third time, only one student said that he did not smell the
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fragrance of apples. Socrates praised the student who said that he
did not smell the fragrance, because it was a fake apple and it had
no fragrance. The student was not coerced by the opinions of the
people around him, kept thinking independently and made correct
judgments. Socrates said he was like a "midwife", helping others to
produce knowledge. His trainingmethod is called "SocraticMethod"
or "Midwifery".
In the era of artificial intelligence, critical thinking is generally
established as one of the goals of education, especially higher edu-
cation. Because in the digital age, what is lacking is not data and
information, but critical thinking. There are no disciplinary bound-
aries, and any topic related to intelligence or imagination can be
considered from the perspective of critical thinking.If there is no
critical thinking, it is easy for others to agree, or make wrong anal-
ysis and decisions, and lack sufficient professional competitiveness.
To cultivate critical thinking, we need to reform education methods
and cultivate the consciousness of independent thinking.

4.2 Systematic thinking
Systematic thinking, also called holistic thinking, is a way of think-
ing that can sort a series of scattered problems in an orderly manner
and analyze them from a comprehensive and holistic perspective.
When a person encounters a problem, he should not only think
about tricks and tricks to solve the current problem, but also have
a systematic and overall perspective to better solve the problem
from a higher angle.
Systematic thinking is one of the key abilities for human beings to
succeed in the era of artificial intelligence. Compared with humans,
artificial intelligence may be better at understanding the elements
of complex systems and how their variables are connected in se-
ries. But it has an insurmountable shortcoming, that is, it lacks
systematic thinking, is not good at applying existing information
to different situations, and cannot jump out of the value of thinking
in a specific area. For example, artificial intelligence can simulate
climate change in a specific area in a predetermined code library,
assess pollution, water temperature, weather operation patterns,
and other interwoven elements. By evaluating the data, we can
draw conclusions: how to prevent soil erosion. But it itself cannot
apply these data to other related fields, such as human migration
research, fishery operations, environmental law writing, and so on.
Only with the participation of human beings can there be huge
innovations and leaps.
In the era of artificial intelligence, individuals and companies with
systematic thinking have better prospects for development and
are more competitive. For example, self-driving cars are the future
development trend, and many companies are developing them. It
turns out that companies are focusing on the research and devel-
opment of bicycle intelligence, which is to research and develop
the sensor system of the car itself, and the company establishes
its own experimental site and test site. But to do so, the research
and development costs are expensive, and the risk of conducting
road surveys is also great. Now, some companies are cooperating
with the government to combine the development of smart cars
with shared intelligence and traffic intelligence in the city to form a

Figure 3: Floating house designed by the architect firm Wa-
terstudio.NL founded by Olthuis

“vehicle-road-city” synergy and cooperation complex. These compa-
nies use systematic thinking to solve the practical problems of the
company and promote the sound development of the entire society.
Another example is the floating building designed by the Dutch
architect Koen Olthuis, which is also a case of huge innovations in
human systematic thinking. Koen Olthuis is one of the founders
of Waterstudio.NL. He is an architect with forward-looking vision
and innovative thinking. Waterstudio.NL specializes in building
floating buildings on water in response to climate change, sea level
rise, floods and urbanization, and uses the concept of water as a
building foundation to change the global urban construction model.
At present, the earth is facing global warming and rising sea levels,
which will affect cities all over the world. Koen Olthuis addresses
the challenge of climate change from the perspective of an architect,
while taking into account the integration of climate change, urban
planning and architecture. This spark of systematic thinking has
been inspired into a creative flame.He designed a series of floating
buildings (pictured below):
The cultivation and training of systemic thinking requires corre-
sponding changes in educational content and methods. In school ed-
ucation, cultivate students’ problem awareness, understand needs,
clarify goals, think methods, use their brains, and then speak. At
the same time, cultivate students’ ability to observe and summarize,
understand and master the whole picture from point to surface, and
improve study and work efficiency. In addition, students should
cultivate the habit of summarizing and iterating. The experience
and lessons should be reviewed in time, repeated thinking, repeated
extraction and summary, and finally qualitative change.

4.3 Entrepreneurial thinking
In the era of artificial intelligence, many jobs will disappear, but it
also contains new job opportunities. Entrepreneurship is the key
to being able to stand out in the digital age.
One is to establish new companies and enterprises and provide
new jobs. Some time ago, Alibaba released a job advertisement,
which aroused the interest of many people. In this advertisement,
Alibaba is recruiting professional robot breeders with high salaries
and freedom of work. But you must know how to feed scientifically,
be able to customize professional recipes, "feed" the robot with
knowledge, and help the robot to play with the language, and
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pass the exam without pressure. With the development of artificial
intelligence, more and more such new positions will appear. Only
with entrepreneurial spirit can these new positions be provided.
There is also a new type of entrepreneurship, which is to innovate
within the original company, open up new areas that have not
been controlled by artificial intelligence, and bring value to the
company in new ways. For example, General Electric was a famous
manufacturing company in the last century. However, with the
advent of the artificial intelligence era, traditional manufacturing
has been greatly impacted, and a large number of GM employees
are in danger of being replaced by machines. General Electric’s
management relied on entrepreneurial thinking to promote the
transformation of the company, with technology and service as its
main business, rejuvenating in the 21st century, and avoiding the
emergence of employee layoffs.

4.4 Cultural agility
Cultural agility refers to the ability to respond to and adapt to dif-
ferent cultural environments, as well as the ability to communicate
and understand with people from different cultural backgrounds.
With the development of technology, the world is getting smaller.
We need to communicate with people from different cultural back-
grounds, and the possibility of misunderstanding increases. In a
multicultural system, those who can easily cross different cultural
boundaries are more likely to succeed.
There is an "ALS Ice Bucket Challenge" in the United States, the pur-
pose of which is to collect donations for people who are gradually
freezing by participating in the ice bucket challenge. In the activity,
participants have to pour a bucket of ice water on themselves. In
the United States, no one thinks this is a problem. But when the
organizer carried out an event in India, the act of watering caused
great disgust among the Indians. Because India is extremely short
of water, Indians think that watering on the body is a great waste.
Under the pressure of public opinion, the organizer replaced the
watering process with donating a bag of rice. If the organizer has
cultural agility, he can take this into consideration in advance and
prevent himself from becoming passive.
How can we cultivate cultural agility? The first is to strengthen
cross-cultural knowledge education, set up relevant courses to con-
sciously traditional cultural knowledge of different countries and
regions, and understand the background of different cultural sys-
tems; the second is to provide experiential learning methods to

exercise the educated’s cross-cultural communication skills. Intern-
ships in companies or enterprises, or participating in various topic
projects, can better cultivate cultural agility in specific practice.
Regardless of whether it is the cultivation of three kinds of learning
literacy or four kinds of cognitive abilities, education methods are
required to be reformed. As the main body in the era of artificial
intelligence, we must maintain a correct learning attitude. In ad-
dition to more experiential learning, we must maintain a lifelong
learning attitude. The world is changing rapidly, and technology
is advancing at a rapid pace. It has become a basic requirement to
live and learn to grow old. Only by opening the lifelong learning
model can we adapt to the new era and avoid being replaced by
artificial intelligence. Education can adopt the method of vigorously
developing MOOC to provide sufficient educational resources and
ensure lifelong learning.
The advent of the era of artificial intelligence is unstoppable, and
education needs to undergo in-depth changes in order to cultivate
talents who can adapt to the new era and have the ability to defend
against robots. At the same time, in the era of artificial intelligence,
we must maintain a lifelong learning attitude, live and learn. Only
in this way can we adapt to the ever-changing new era.
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1  Introduction

Artificial Intelligence (AI) is fast becoming a ubiquitous part 
of our lives. From autonomous vehicles and AI personal 
assistants to computer-assisted surgery and automated trad-
ing systems, we are becoming increasingly reliant upon AI 
to facilitate decision-making and manage our personal and 
professional lives. In all these cases, AI promises improve-
ments in efficiency, productivity, and/or safety. However, 
AI does not simply, automatically, and seamlessly integrate 
into our daily lives and social institutions. Rather, it directly 
reshapes social, cultural, and economic structures and affects 
the lives of individual citizens in profound and often tacit, 
unpredictable, or morally questionable ways. AI systems 
have the potential to reweave or even disrupt our socioeco-
nomic fabric, impacting not just our productivity and safety 
but also our autonomy and dignity.

In recognition of AI’s profound potential for benefit and 
harm, we organized a multidisciplinary symposium that 
sought a deeper and more holistic understanding of how AI 
does and should shape societal activity. This Special Issue 
on Embedding AI in Society encapsulates those findings. 
Some of these papers were first presented at the symposium 

before being submitted for the Special Issue, while others 
were submitted directly for consideration.

Our focus was on research on the social, political, and 
ethical dimensions of AI. The articles selected revolve 
around four common themes, some with a conceptual focus 
and some with an empirical focus:

(1)	 the relationship between humans and AI,
(2)	 the ethical principles of AI,
(3)	 the ethical issues related to the implementation and use 

of AI, and
(4)	 the value of domestic and international regulatory 

frameworks for AI.

Written by a diverse set of scholars, the articles discuss 
AI across multiple domains, including autonomous vehi-
cles, healthcare robots, policing algorithms, and AI personal 
assistants.

Below is a synopsis of the contributions in the assembled 
articles, with an objective of helping readers identify con-
ceptual connections among the arguments presented.

2 � Human–AI relationships

The first focus is on human–AI relationships. AI has the 
potential to transform various aspects of our lives includ-
ing social interactions, work, and personal identity (cf. 
Pflanzer et al. 2022). As AI becomes ubiquitous and more 
advanced, it will undoubtedly alter relationships among 
humans, humans with AI, and between humans and their 
environments. The interactions among humans is of particu-
lar importance, as AI may obviate many needs to interact. 
Undoubtedly, it will change our personal and professional 
lives by automating many jobs and changing the nature of 
our interactions. One article examines the vocational impli-
cations of AI technology in the field of medicine (Kempt 
et al. 2022). The authors illuminate potential disagreements 
between physicians and AI-based decision support systems, 
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and also discuss moral responsibility within a more auto-
mated clinical work environment.

Personal interaction is the focus of an important sub-
theme. AI is changing how we communicate and interact 
with each other through social media, chatbots, and other 
digital technologies. As AI becomes more sophisticated, it 
will further shape how we relate, raising important ques-
tions about social norms, privacy, and human connections. 
Grandinetti (2021) examines transparency in the context of 
Facebook and TikTok to show how AI is becoming embed-
ded. Grandinetti sees AI as a material-discursive apparatus, 
in that it creates implicit teams of humans and machines 
that rely on discursive techniques and changing material 
arrangements. Haque et al. (2023) also examine the effects 
of AI on social networks by designing a social simulation 
to analyze the effects of content sharing on polarization and 
user satisfaction. They conclude that (1) user tolerance slows 
down polarization but lowers satisfaction; (2) higher selec-
tive exposure leads to higher polarization and lower user 
reach; and (3) both higher tolerance and high exposure lead 
to a more homophilic social network.

AI also has the potential to shape personal identities—to 
change the way we see ourselves as well as our place in 
society. For example, AI may enhance our cognitive abili-
ties, alter our memories, or create entirely new forms of 
augmented intelligence. These possibilities raise important 
questions about what it means to be human and how human 
characteristics should be defined. Munn and Weijers (2022) 
explore the notion that AI chatbots may become digital 
friends, asserting that many people see these chatbots as 
their best friends. The authors examine the implications of 
discontinuing access or removing features. They conclude 
that lawmakers should endeavor to legally protect people 
from the adverse effects of losing their “digital friends.” 
The relationships between humans and AI will continue to 
have significant impacts on our personal and social lives. For 
example, as is now well known, AI-powered decision-mak-
ing systems can perpetuate bias and discrimination or even 
manipulate people's behavior. AI systems are increasingly 
operating autonomously, outside the sphere of direct human 
oversight. The authors assert that we should be cognizant 
of these impacts and work to shape AI in ways that helps 
it align with broadly shared human values and promote the 
well-being of all citizens.

3 � The ethical principles of AI

It is commonly asserted (see, e.g., Noble and Dubljević 
2022) that we should consider the societal impact of AI 
implementation in the context of ethical values. Unsurpris-
ingly, ethical principles of AI are a major theme for many 
of the authors whose work appears here. For example, Slota 

et al. (2021) conducted interviews with 26 stakeholders to 
explore the challenges of AI, including the distribution of 
agent empowerment and the difficulty of creating account-
able systems. They propose the creation of accountable 
sociotechnical systems (cf. Chopra and Singh 2021) that can 
be challenged, interrogated, and adjusted to prevent unjust 
risk. Such systems must not only demonstrate agency, but 
also be transparent. Andrada et al. (2022) attempt to classify 
forms of transparency in human–technology interactions. 
They conclude that all forms of transparency should be con-
sidered when designing ethical AI systems.

AI also affects fairness. Like transparency, AI’s social 
impact is an important ethical principle to consider and 
debate. Maas (2022) examines fairness by looking at power 
asymmetry among stakeholders—including those who shape 
AI (such as developers) and those who are affected by it 
(such as users). Maas bases the analysis on the concept of 
domination and suggests that external auditing and design-
for-value approaches (see, e.g., Liscio et al. 2022) can miti-
gate the adverse effects of asymmetrical power. For exam-
ple, in the context of transportation, Gaio and Cugurullo 
(2022) suggest that society should prioritize mobility jus-
tice over policies that focus on single transportation modes. 
They argue their case using societal goals of proximal cities 
and urban containment. Finally, Yazdanpanah et al. (2022) 
suggest a comprehensive research agenda to support the 
advancement of responsible AI. Like some of our prior work 
(see, e.g., Singh 2022), they argue that the rollout of any 
autonomous system should not only follow a demonstration 
of trustworthiness, but also an explanation of how the AI 
responsibly satisfies a societal need.

The normative nature of AI is also a frequent topic, as it 
can make decisions which affect humans in the real world. 
Several authors argue there is a need to develop and evalu-
ate ethical theories about what makes actions morally right 
or wrong. Normative ethics is situated between metaethics 
(which asks whether ethical decision-making is cognitive 
or non-cognitive, whether moral values objective or subjec-
tive, and so on) and applied ethics (which asks, for example, 
whether abortion is ethically permissible, or whether war is 
ever justified). In some of the earliest discussions of AI eth-
ics, a primary question asked was which kind of ethical the-
ory should be implemented (so-called ‘machine ethics’). As 
some of us have noted in earlier work (see, e.g., Dubljević 
2020 and Coin and Dubljević 2022), it is important to ask 
whether AI should make moral decisions like a consequen-
tialist, a deontologist, a virtue theorist, or more simply on 
case-by-case basis. These questions continue as subjects of 
intense debate, which some of the articles address.

For example, Begley (2023) argues that normative eth-
ics should not be the beginning of philosophical investiga-
tions. He suggests a non-methodological approach which 
proceeds on a case-by-case basis. The key to this approach 
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is to ask ethical questions which are meant to spur inves-
tigations.  Stenseke (2021) outlines a method of imple-
menting ethics in machines that follows the core features 
of virtue ethics. Following a critical evaluation of the 
challenges of extending virtue ethics beyond theory into 
implementation, Stenseke proposes a solution that includes 
moral functionalism, bottom-up learning, and eudaimonic 
reward. They conclude by presenting a comprehensive 
framework for developing artificial virtuous agents and dis-
cussing how to implement them into moral environments. 
Kaluža  (2022)  explains the shortfalls in addressing the 
challenge of the “filter bubble” and suggests that the better 
adaptation method would be habitual. Kaluža then shows 
that, although habitual adaptation of algorithmic personali-
zation is in contrast with society as it stands, it could explain 
the adoption and stubbornness to stick to certain kinds of 
information within an isolated social chamber. Haque et al. 
(2023) address similar challenges but from the perspective 
of social simulation.

4 � Ethical implementation of AI

The third theme we identify is ethical implementation. It is 
similar to the second but distinct in that it focuses on spe-
cific contexts in which the ethical principles discussed pre-
viously are salient. While these articles contextualize their 
discourse with established ethical principles, their focus on 
specific domains ties these articles together. Regarding war-
fare applications, for example, Omotoyinbo (2022) argues 
that smart robotic soldiers would help address moral chal-
lenges of warfare. However, the author also remarks that this 
approach is extreme and that there are inherent issues with 
replacing humans with robots (e.g., ethical principles such 
as responsibility and accountability).

Chatbots are another example. They have become a 
major focus in recent discussions of AI ethics. Chat-GPT 
and similar applications are creating major impacts. Fyfe 
(2022) examines their use in education. Fyfe asked students 
to use OpenAI’s GPT-2 for a final writing assignment and 
to later reflect upon the ethical implications of utilizing AI 
chatbots while writing. He used these student reflections to 
consider the larger conversation of the ethical use of AI and 
language models. Inasmuch as Chat-GPT and similar appli-
cations have risen in visibility since this special issue was 
developed, we are eagerly following the emergent conversa-
tion about the ethical implementation and regulation of such 
technologies.

Many of the manuscripts also focus on the disciplines 
that are most likely to be drawn into the ethical AI debate. 
Examples are the regulatory and legal debates about the 
implementation and use of AI applications. Novelli (2022) 
justifies a claim that AI entities should be given personhood, 

demonstrating the potential liability and harmful behavioral 
concerns that might arise if this is not done. He also dis-
cusses other potential legal ramifications of personhood like 
contracts and lawsuits. Similarly, Jenkins et al. (2022) lay 
out a two-phase framework for assessing the consequences, 
good and bad, of AI systems by examining their use in jour-
nalism, criminal justice, and the law. They argue that the 
legal system is likely to provide much commentary on ethi-
cal principles such as justice, fairness, accountability, and 
responsibility.

5 � Calls for domestic and international 
regulation of AI

Anthropologists, sociologists, and other researchers in 
related disciplines also focus on these principles and use 
them to rally policymakers and regulators to responsibly 
consider the ethical dimensions of AI. Freitas and colleagues 
(2022), for example, explore the use of AI to characterize 
neighborhood income and socioeconomic characteristics in 
urban environments. They suggest that policymakers and 
politicians could be using such models to justify the ben-
efits of gentrification. They cite the ability of these models 
to examine the effects of economic and public health cri-
ses insofar as urban spaces are concerned. The authors lay 
out some of the benefits of integrating AI models into the 
decision-making process. They assert that AI-based models 
will enable scholars in the humanities to better articulate 
research questions.

Democratization of AI is another important subtheme. 
Some articles address questions about how to implement 
transparency, fairness, justice, and responsibility, with 
debates over AI’s social impacts arguing for the democrati-
zation of AI to better realize those principles. Himmelreich 
(2022) examines the call to democratize AI, arguing that it 
does not meet legitimization demands, introduces redundan-
cies in the governance of AI, and causes various injustices. 
However, Himmelreich proposes a better way to democratize 
AI that avoids the identified problems: Rather than merely 
focus on fostering increased participation, efforts to facilitate 
democratization should instead enrich and improve existing 
infrastructure.

Several of the articles examine the impact of using AI for 
international affairs. Borsci et al. (2022) examine the Euro-
pean Union Commission’s whitepaper on AI and identify 
two issues with implementation: (1) lack of EU vision and 
methods to drive decisions at lower levels of government, 
and (2) support for the diffusion of AI in society. They sug-
gest that research, encouraged by regulators, should seek to 
see how socioeconomic differences could lead to a fractured 
AI market. Bisconti et al. (2022) explore ways to maximize 
the benefits of interdisciplinary cooperation in AI research 
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groups and explain that this is a temporal urgency given 
the “AI Act” and other initiatives being undertaken by the 
EU Commission. They conclude by identifying law enforce-
ment, criminal justice, and social robotics as relevant fields 
that may benefit from their methodology. Hassan (2022), 
on the other hand, explores AI governance and regulation 
gaps in the context of African nations. He demonstrates the 
existence of Euro-American biases within AI ethics scholar-
ship and identifies a need to consider non-Eurocentric per-
spectives regarding AI ethics, specifically advocating ethical 
principles from an African perspective.

6 � Concluding remarks

The landscape of AI ethics, and more broadly AI in society, 
is vast in methods, questions, and proposals. The papers in 
this special issue collection reflect this vastness while rais-
ing as many questions as they answer. We certainly encour-
age more work on the highlighted themes. That said, going 
forward we also suggest that researchers focus more atten-
tion on political power and policy making processes (cf. 
Dubljević 2019), as well as the possibilities of shared values 
across pluralistic societies. The questions which need to be 
explored in the future include: What are the commonalities 
and differences? And, should we work towards greater moral 
unity or does the friction of disunity generate new and bet-
ter ideas? The challenges of trust (see e.g., Singh and Singh 
2023), are another area which needs more sustained schol-
arship. Finally, we see room for more metaethical debate 
in the discussion of AI ethics, asking: How much hope or 
trust should we have that we can solve AI ethical problems? 
How can moral values be implemented and realized in arti-
fact–human relations? And what methods of investigation 
and ways of knowing are likely to resolve value conflicts?
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Abstract— The way we access information has evolved 
continuously throughout human history. In 2022, the first global 
LLM appeared, ChatGPT. This innovation enabled direct 
interaction and precise answers to questions asked in natural 
written language. By 2025, the model evolved to support 
interaction through verbal natural language, with integration 
into systems such mobile devices, further expanding access to 
information. Since ChatGPT, many AI tools have emerged in 
different contexts. In Higher Education Institutions, there is a 
high level of concern about fundamental aspects of education, 
three of which stand out: the development of students' critical 
thinking, the real acquisition of essential competences, and 
engagement. Several studies have been carried out on the 
application of LLM in Higher Education. A short review will be 
presented. In society, changes are starting to be implemented 
and are expected to have a significant impact. Examples or 
trends on changes in the healthcare and justice systems will be 
introduced. The paper aims to show the current state of LLMs, 
their impact on education, on society, and consequently on the 
procedures within most present and future professions. To 
support this, a student survey was carried out, presenting their 
perception of the impact of LLM systems. 

Keywords — HEI, LLM and SLM evolution, Future 
professions, AI impact on Education, AI impact on society. 

I. INTRODUCTION 

We are amid a technological change in the world, above 
all due to the generalised race by the main world blocks to 
obtain Artificial General Intelligence (AGI) systems. As with 
previous revolutions in the past, the aim is to improve the 
efficiency of societies, and freeing workers from repetitive 
tasks, which in the past focused on replacing tasks with less 
added value. This time round, the revolution could have the 
effect of replacing human labourers in tasks that require higher 
levels of intellectual capacity like in education. The benefit is 
well established, robots, Artificial Intelligence (AI) systems, 
that usually work 7x24h performing equally well - but 
consuming energy. What social changes will occur during the 
process of empowering society? Is the education sector 
undergoing a structural and social transformation, or has this 
shift been underway for years? Is it possible to develop more 
efficient educational models [1]? Are Higher Education 
Institutions (HEI) tied to conservative models, the result of 
roles from national accreditation agencies and internal 
organizational structures? Is Higher Education (HE) capable 
of effective restructuring? Will the age of human resources 
influence the ability to make these changes? Is the energy 
consumption of LLM (Large Language Models) systems a 
bottleneck for their evolution and a critical problem for 
sustainability? Cybersecurity of LLM systems and adversarial 
AI are issues to address? What is the impact of teaching LLMs 
with documents containing conflicting or incorrect content?  

These are open questions (some of them are or could be 
research topics) that will only be answered for the most part 
over the next (few) years. Several studies have been carried 
out on the application of AI or LLM models in Higher 
Education and society [2-6]. 

The energy transition is another aspect that is on the 
agenda, leading to even greater electricity needs. Surprisingly, 
however, every time a human worker is replaced by energy-
consuming equipment, the need for energy resources such as 
electricity increases. The high consumption of AI systems is 
well known, with one LLM system needing to consume 
electricity equivalent to thousands of homes to respond 
worldwide, not to mention the need to cooling. In a way, AI is 
competing for resources that are necessary for human life. But 
its use can respond and bring advantages to society in 
fundamental areas such as medicine, power generation, 
nanotechnology, physics, mobility, etc. On the other hand, it 
can lead to the generation of false content, the artificial 
generation of content implicating people in illegal activities, 
which can severely disrupt the organisation of societies. 
Nowadays (maybe in a few years), anyone who is in their 
home, can be labelled anywhere in the world as carrying out 
an activity, spreading a thought, etc., even if they're not there. 

Europe has a history of regulating and creating legislation 
on many topics in the interest of the safety of society in 
general. The reality is that citizens can hardly isolate 
themselves in a digital bubble. Therefore, European citizens 
are currently exposed to these tools produced outside the 
European continent without realising exactly what they are 
exposed to (or not). Whenever Europe has relocated 
production centres to other continents (via companies), it has 
no longer been aware of the production conditions and degree 
of exposure. Obviously, if the economic indicators are doing 
well, societies and ordinary citizens don't care, because in their 
normal lives they only care about (over)living, and if their 
lives are easier, they'll give a favourable opinion. But, despite 
being in the 21st century, the world appears to be what it has 
always been, a jungle, where the strongest and most capable 
survive. Of course, there are societies that are organised in a 
coherent way, with the most capable having the responsibility 
to support the rest of the citizens, maintaining a more 
interesting harmony. Certainly, in addition to these issues, we 
can and should also consider the religious question, which 
adds some issues to societies, some complex, and others that 
make human beings more on the path of kindness and social 
and moral ethics. This last aspect can lead societies to live in 
some harmony, if the resources are enough for their survival. 

Can we organise societies where machines (robots, see_ 
youtube.com/watch?v=YHFnGwo5wzY, AI, AGI) do most of 
the work and all humans have a good quality of life, spending 
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more time with their individual and collective wellbeing, 
getting to know more persons and more places and offer this 
to 100% of the population? These are important questions for 
all citizens, but they fall under the responsibility of political 
powers, religious concepts and, of course society in general.  

This paper is organised into five sections. Section I is the 
introduction. Section II presents the evolution of LLM 
models’ performance. Section III summarises the social 
impact of LLMs on education and society. Section IV shows 
the results of a student survey and section V presents the 
conclusions and future trends. 

II. PERFORMANCE EVOLUTION OF AI-LLM MODELS 

This year (2025), there were new developments in the field 
of AI: deepseek (deepseek.com), grok3 (xAI), Qwen (alibaba) 
and Manus (manus.im) positioned as a generalAI (AGI). This 
only shows the competitiveness and effort put into this area. 

Example metrics for model evaluation are Graduate-Level 
Google-Proof Q&A Benchmark (GPQA) [7], Humanity's Last 
Exam (HLE) [7] and Measuring Massive Multitask Language 
Understanding (MMLU) [7]. Fig. 1 shows AI model ranking. 

  
Fig. 1. AI model Ranking [8]. 

Fig. 2 shows the evolution of the models according to the 
MMLU metric, including human performance. The graph 
shows the tendency for these systems to achieve better 
performance over time, and already on an order of magnitude 
with human capacity and in some cases higher. 

 
Fig. 2. MMLU GPT Performance evolution [8], September 2024. 

Fig. 3 shows the processing speed of humans versus LLM 
models. Humans are slower in all aspects, such as writing, 
listening, speaking and reading. There are also differences in 
thought activity, but only about knowledge that the LLM 
knows versus the human, with the LLM performing better. 
This is however not true in areas where humans must innovate 
and when involving knowledge that does not yet exist in 
digital form - innovation capacity. 

 
Fig. 3. Performance of LLM systems [8], February 2025. 

Fig. 4 shows the positioning of the various models using 
the GPQA metric, and the relevance when we compare the 
different models, also including human performance, namely 
the average human, and the human with the ability to achieve 
a PhD in very specialised areas. According to this metric, the 
most capable humans have already been overtaken by the best 
LLM systems. 

The information in Fig. 4 also shows that ChatGPT 
(unpaid version) performs much less well than the paid 
version GPT-4o (20$/month) and this in turn performs much 
less well than the GPT-o1(3) version (200$/month). This 
shows that companies operating in cutting-edge areas will 
need to allocate financial resources to access the best models, 
and financial capacity is obviously an important aspect of 
competitiveness in accessing technology and then the market. 

 
Fig. 4. GPQA Performance [8], February 2025. 

Fig. 5 shows the performance of LLMs in the light of 
another metric: A benchmark that evaluates LLMs using 601 
NYT Connections puzzles extended with extra trick words. 
The metric indicates the number of puzzles that were 
successfully completed. This graph emphasises the fact that 
ChatGPT - the free version - is practically in last place and the 
latest version o1-pro is in first place (82.5%). o1-pro performs 
about 2.1 better than the deepseek-R1 model. The deepseekR1 
model has so far been freely available. The European (French) 
Mistral Large 2 model has a performance of 12.6 %. 

 
Fig. 5. Benchmark that evaluates LLMs using 601 NYT Connections 
puzzles extended with extra trick words [9], February 2025. 

Fig. 6 shows the performance of some of the models 
present in Fig. 5, in a test with puzzles extended with extra 
trick words, in which humans players participated. The 
humans who took part in this challenge were selected and are 
likely to perform better than the general population. 

Another independent organisation [10] publishes regularly 
information on LLM systems performance using an Artificial 
Analysis Intelligence (AAI) index, that incorporates 7 metrics: 
MMLU-PRO, GPQA Diamond, HLE, LiveCodeBench, 
SciCode, AIME (American Invitational Mathematics 
Examination), MATH-500 calculated as: a) General 
Reasoning and Knowledge (50%): represents broad 
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knowledge and reasoning capabilities across academic and 
scientific domains. Equally weighted for MMLU-Pro, HLE, 
and GPQA Diamond; b) Mathematical Reasoning (25%): 
combines general mathematical problem-solving with 
advanced competition-level mathematics. Equally weighted 
for MATH-500 and AIME 2024 [7]; c) Code Generation 
(25%): tests Python programming for scientific computing 
and general competition-style programming. SciCode and 
LiveCodeBench.  

 
Fig. 6. Benchmark that evaluates LLMs using 601 NYT Connections 
puzzles extended with extra trick words and human participation [9], 
February 2025. 

Fig. 7 shows the relative performance of USA versus 
Chinese models using the AAI index. Fig. 8 shows ranking of 
LLM systems in general. 

 
Fig. 7. AAI index Benchmark for Chinese versus USA models [10]. 

 
Fig. 8. AAI index ranking for different models [10], February 2025. 

Analysing the information presented previously in this 
section, it can be concluded that LLM systems are, in general, 
at the time of writing, very consistent and capable of solving 
problems in areas such as mathematics, automatic generation 
of code programs (Python, C, web, …), reasoning in academic 
and research areas. The performance metrics, some of which 
are recent, from 2025 and previous years, make the research 
carried out in this direction evident. At this stage, the 
competition is essentially between China and the USA, with 
Europe lagging behind. From the point of view of education 

and society, opting for a specific model can lead to different 
results depending on the model's position in the ranking. In 
Europe, several countries are already looking to preserve their 
linguistic culture and strategic autonomy, such as France, with 
the Mistral AI standing out; in Spain, the ‘Alia’ project; and 
in Portugal, the ‘Amália’ model starting to be available, 
showing evident signs of changes in society. The energy issue 
is extremely important and one answer at this level could be 
Small Language Models (SLM) [11] which can be trained 
with less data, are more compact, efficient and don't need 
massive servers. They are built for speed and real-time 
performance and can run on smartphones, tablets, or maybe 
smartwatches. As embedded systems improve and incorporate 
GPUs (e.g. Jetson Nano), these models can be allocated there 
and super-specialised in areas of knowledge with high 
performance, low energy consumption and using fewer 
computational resources. If we look closely, society itself has 
a similar organisation with different professions where 
persons specialise according to their skills. 

III. SOCIAL IMPACT OF AI IN ELECTRICAL ENGINEERING 

EDUCATION AND SOCIETY – SHORT REVIEW  

In this section we will present a short review of scientific 
works that focus on the theme of the impact in Electrical 
Engineering and in society. AI tools in Electrical Engineering 
education reshape departmental organization through 
automated systems and cross-disciplinary approaches, while 
impacting faculty roles and raising social equity concerns. 

A. Social Impact of AI in Electrical Engineering Education 

Many scientific works report that the application of AI 
streamlines administrative processes by enabling data-driven 
decision-making and automated task handling, while 
redefining departmental structures and guiding resource 
allocation [1-6]. In Electrical Engineering contexts, scientific 
papers document AI tools that support personalized learning, 
intelligent tutoring, and automated grading, prompting 
curricular updates and cross-disciplinary approaches. 
Meanwhile, these studies note that students experience 
increased engagement, faculty benefit from reduced routine 
burdens yet face challenges related to acquiring new 
technological skills, and administrators must adapt to evolving 
roles. Reported ethical and social concerns centre on data 
privacy, equity in access, and shifts in professional identity.  

Table I identifies five representative papers of the fifty 
found on this specific topic. 

In [12], the study focuses on exploring AI’s potential 
applications in higher education, emphasizing its role in 
addressing the longstanding challenge of individualized 
learning - a key requirement unmet by traditional educational 
models. Possible implementations of AI include personalized 
learning, adaptive curricula, virtual educators and automated 
feedback systems. AI can increase efficiency, accessibility, 
and effectiveness of learning, but challenges include ethical 
concerns, equity issues, and resistance to change. Systemic 
changes include shifts in teaching methods, student-teacher 
dynamics, and institutional structures. The implementation 
has impact on personalized learning, efficiency and 
accessibility, curriculum and teaching, in research and 
innovation. However, the challenges persist like resistance 
from educators and students unfamiliar with AI tools, ethical 
concerns around data privacy, algorithmic bias, the 
dehumanization of education and inequitable access to AI in 
institutions and regions. 
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TABLE I.  CHARACTERISTICS OF INCLUDED STUDIES 

Study Study Focus Methodology Stage 
[12] 
(2025) 

AI implementation in 
higher education 

Theoretical / 
conceptual 
analysis 

Actively 
implemented in 
higher education 

[13] 
(2025) 

AI impact on teaching, 
learning, and research 
in higher education 

Ethnographic 
study and 
systematic 
review 

Ongoing 
implementation 
and analysis 

[14] 
(2023) 

AI impact on traditional 
education systems and 
social effects 

qualitative 
research 
method 

Ongoing 
implementation 
and analysis 

[15] 
(2025) 

Enhance professional 
training effectiveness 
in electrical 
engineering using AI 

Theoretical 
and 
analytical 
approach 

AI is already 
being applied in 
educational 
contexts 

[16] 
(2024) 

Analysing the adoption 
and implications of 
Artificial Intelligence 
in Education (AIED) in 
higher education 

Semi-
systematic 
literature 
review 

HEI exploring 
several tools (ex: 
automated 
feedback 
systems). 

 

The study in [13] focuses on how AI systems are becoming 
institutionalized in higher education. Some concerns are 
related to analysing how AI interacts with and is shaped by 
cultural norms, examining stakeholders’ (e.g., educators, 
administrators, students) attitudes, beliefs, and ethical/moral 
concerns about AI’s implementation. AI’s implementation is 
influenced by - and reinforces - existing cultural norms, 
values, and power hierarchies in HE. 

In [14], the study focuses on examining the impact of AI 
on traditional education systems, assessing how AI has 
transformed educational practices, and evaluating the social 
consequences of integrating AI into education. Specific areas 
of research include: how AI’s capabilities (e.g., learning, 
prediction, problem-solving, adaptability) are reshaping 
education delivery, management, and administrative 
processes; the current state of AI adoption in educational 
institutions, including its role in teaching, administrative 
tasks, and classroom/school management; the broader societal 
implications of AI in education, such as changes in learning 
dynamics, equity, and human-AI collaboration.  

Authors in [15] describe the main trends in the use of AI 
in education as being data analysis, automation of assessment, 
developing skills for the future, virtual learning and 
personalization of education. The concept of virtual teachers, 
virtual labs and ethical problems are also discussed. The paper 
presents examples of real systems like Coursera Coach, 
Coursera for Campus, AI detectors for fraud like Turnitin 
program, Jill Watson, a virtual teacher developed by Georgia 
Tech University and Knewton, an adaptive learning platform. 

The study in [16] presents a semi systematic review on the 
use of AI in HE. The study categorizes the papers as: 8 about 
the student perspective, 9 about the educator perspective, 20 
from both, 3 from other stakeholders, 7 from the managerial 
perspective, 5 from the governmental perspective, 3 from the 
technological perspective, 4 from the external perspective and 
9 about the social perspective. Then, the authors present a 
discussion on the key points, identify 9 groups of research 
gaps in the analysed papers and discuss challenges for 
implementing AI in HE: cost, scalability, lack of actionable 
guidelines, limited AI expertise and data governance.  

In Education Delivery, AI systems are used to manage 
information, personalize learning, and adapt to students’ 
needs. This includes tools for predictive analytics (e.g., 
student performance forecasting) and automated grading are 

increasingly common. In Administrative Functions AI 
streamlines tasks like scheduling, resource allocation, and 
student tracking. In Teaching and Management AI assists 
teachers in curriculum design, student engagement, and 
classroom management. In Broader Adoption AI-inspired 
systems are now “popular and applied in almost every field, 
especially in educational institutions”, with a focus on 
enhancing efficiency and adaptability. 

B. AI impact on society - thoughts 

From society's point of view, several professions could be 
at risk, particularly if they are partially or completely replaced. 
If we think about the most important areas of society, we have 
education, justice, health, food, security, old age, research, etc. 
We quickly realise that the impact will be enormous from 
examples in some of these areas: in support for old age, by 
intelligent humanoid robots; in education by chatbots that 
interact in any area of knowledge; in justice, by supporting the 
deciphering of legal decrees and explaining them in a 
language accessible to citizens; in food, by indicating the most 
correct food to eat depending on the citizen's activity; in 
health, by prescribing in the light of symptoms and medical 
examinations; in security, by monitoring busy public spaces 
and detecting suspicious activity; in research by supporting 
programming, determining directions and the state of the art. 

A more detailed example, in the justice system, the 
integration of LLMs in legal proceedings can have a 
significant impact on the efficiency, fairness and transparency 
of justice, but it also raises ethical and technical challenges. 
The benefits are acceleration of proceedings through rapid 
analysis of documents, consistency in the application of the 
law between similar cases, prediction of judicial outcomes by 
analysing history and determining probabilities of success in 
lawsuits, assisting settlements versus litigation, automatic 
language translation support, and democratised access to 
justice, giving citizens basic legal guidance without resources, 
explaining rights, deadlines and procedures in accessible 
language. There are already experiments in China, USA and 
Brazil [17]. Professions of judges and lawyers may change. 

The integration of LLMs into healthcare, especially in 
areas such as automatic prescribing and access to virtual 
doctors, has the potential to transform the sector (Fig. 9), but 
requires care to balance innovation, security and ethics. 

Electrical Engineering can give a boost to the application 
of these systems in these and other society areas by using SLM 
concepts, implementing them in embedded systems, training 
them and building energy systems that are adaptable to their 
specific needs, and this could be an educational opportunity. 

 
Fig. 9. Example of benefits for transformation in healthcare based on 
LLM integration. 
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IV. STUDENTS SURVEY ABOUT AI IMPACT AND DISCUSSION 

Students from three curricular units (CU) of an Electrical 
Engineering degree (Undergraduate: Class 1 40 students 
‘Maintenance and Quality Control’; Master: Class 2 and 
Class 3, 30 students each, respectively, ‘Applied Information 
Systems’ and ‘Industrial and Business Communications’), 
answered to a survey on the impact of IA on education. 
Questions are shown in Table II and results in Fig. 10 to 14. 
Analysing Fig. 10 to 14, the answers chosen by the students 
show the same trend, namely: Question 01: b); Question 02: 
c); Question 03: c); Question 04: c) and Question 05: c). It 
seems that the students were cautious in their choices, which 
shows a certain amount of forethought in the face of the 
challenge and the changes that might occur. 

TABLE II.  SURVEY QUESTIONS  

Question 01: How can HEIs stay aligned with the rapid evolution of AI 
and emerging technologies without compromising educational quality? 

a) Invest in continuous training for teachers and students, ensuring that 
everyone adapts quickly to new technologies. 

b) Gradually incorporate technologies, maintaining a balance between 
technological innovation and traditional teaching methods. 

c) Create partnerships with technology companies to ensure that the 
technologies implemented are of high quality and up to date. 

Question 02: What is the role of personalisation in higher education using 
AI, and to what extent should HEIs invest in it? 

a) Personalisation is essential for improving the student experience, and 
HEIs should invest heavily in AI-based solutions for this. 

b) Personalisation should only be implemented in specific areas of 
teaching, such as tutorials or one-to-one mentoring, but without affecting 
the traditional format of lessons. 

c) Personalisation may be a trend, but it must be carefully balanced with 
the cost and resources available at HEIs. 

Question 03: Can implementing AI in HEIs administrative processes 
improve operational efficiency? 

a) Yes. AI can optimise administrative processes such as enrolment, 
resource management and student services, reducing costs and improving 
efficiency. 

b) No. Implementing AI in administrative processes can be complex and 
expensive and will not necessarily bring clear cost benefits. 

c) Yes, but the implementation of AI should be gradual, starting with 
simple administrative processes before moving on to more complex areas. 

Question 04: Can the use of AI in academic assessments improve 
accuracy and fairness in student evaluation? 

a) Yes. AI can offer a more objective and personalised assessment, 
reducing human biases and providing more detailed feedback. 

b) No. AI can be too rigid and not adequately consider the nuances of 
student learning. 

c) Yes, but it should be used together with human assessment to ensure 
that AI is only a support tool, not the sole source of the assessment. 

Question 05: What is the impact of creating independent data centres at 
HEIs for storing academic and research data? 

a) Creating our own datacentres is essential to guarantee security, control 
over data and independence from external suppliers such as the US, China. 

b) Creating our own datacentres is very expensive and unnecessary, as 
cloud services can provide the same security and scalability more cheaply. 

c) Creating our own datacentres can be a solution for protecting sensitive 
data, but it should be done in collaboration with other academic or regional 
consortia, sharing costs and resources. 

Question 06: Suggestions for the inclusion of AI during the learning 
process. 

Table III shows the students' answers to question 06 (in 
each cell, the students' answers per course unit, Class1 to 3). 

The responding students are receptive to use IA in the 
classroom and use it outside the classroom for self-study, but 
they maintain a cautious stance and critical thinking, which 

 
Fig. 10.    Results for Question 01 (Table II). 

 
Fig. 11.    Results for Question 02 (Table II). 

 
Fig. 12.    Results for Question 03 (Table II). 

 
Fig. 13.    Results for Question 04 (Table II). 

 
Fig. 14.    Results for Question 05 (Table II). 
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will hopefully continue throughout their degree as the LLMs 
progress but will not yet be able to fully replace the 
competence of their training and their future job. Another 
aspect much discussed is ‘prompt engineering’ and the 
hallucination of LLMs fostering critical thinking. The point is 
that new versions have quickly appeared, some of which can 
solve mathematical and hallucination problems. The speed at 
which it will evolve (see references in Section II) will make 
these issues temporary and safer to use in classroom. 

TABLE III.  SOME STUDENTS’ SUGGESTIONS (QUESTION 06, TABLE II) 

- Encouraging AI for self-learning, but not in the educational environment 
😊. Many of my friends have got into the habit of accepting ChatGPT's 
words as absolute truth and have lost their critical sense. 

- Teach students how to use AI as a study aid, helping them understand 
what kind of prompts to use in class, gradually. 

- Teachers themselves ask the AI to answer some questions and mention 
to the students what is less correct so that the students also develop a 
critical opinion and don't blindly trust the AI.  

- Its introduction should be gradual and not sudden, allowing students to 
adapt better. Sudden changes may not always be 100% beneficial. 

- For greater inclusion of the use of AI, it will be necessary to train teachers 
to work with AI and to improve AI in its current state. 

- AI use in the classroom, always supported by the teacher 

- Activities carried out with the support of AI where the student must be 
critical and question the answers provided by AI, to demonstrate that AI, 
for now, for many areas, should be used as a support tool and doubt the 
certainty of the answers provided.  

- AI is a promising technology, but it is still in its infancy and too fallible 
to be used much in either teaching or assessment. 

- AI should be seen as a powerful tool that can help a lot in solving the 
problems presented. In my opinion, the tasks should also be more 
demanding given the reality we find ourselves in today.  

- Use AI for code generation tasks, since the whole market is currently 
using it. I think it's important to know the concepts and how it works. 
Having to make code is very challenging, and even if the AI is wrong when 
it comes to generating it, with mistakes we realise why the code suggested 
by the AI doesn't work. 

- Teacher training in the use of AI, incentives and use as a supporting tool. 

- Explore AI in a classroom context but with teacher supervision. 

V. CONCLUSIONS AND FUTURE TRENDS 

This paper has presented the evolution of LLMs and 
benchmark KPI showing a faster improvement over time. The 
impact on society is very high and is bringing transformations. 
From society's point of view, some professions could be at risk 
by partial or total replacement. Students are apprehensive and 
cautious, but they already use the tools regularly, especially 
because they know AI tools will be used in the professional 
environment. Obviously, this will evolve very quickly and 
may vary in unknown ways and directions. Transformation 
trends in Higher Education may be relevant as described in 
section III.A and supported by scientific studies indicated in 
the reviewed papers. Virtual educators [15], automatic 
assessment [15], suggest the possible disappearance of the 
classroom and the emergence of distance learning and online 
learning platforms (with an official diploma), maybe with 
exams and knowledge verification taking place in person with 
a human educator. Jill Watson, a virtual teacher developed by 
Georgia Tech University [15], suggests this could be a reality 
in the future. What will be lost? Social interaction between 
peers and generations [16] losing the social learning of the first 

years of higher education, the parties and the learning of soft 
skills.   To mitigate these problems, political decision-makers 
could limit the use of these systems to student-workers over 
the age of completion of higher education studies. These 
topics are open for future research, because we are in the 
infancy of these changes, and we may have to wait 10, 20 or 
30 years to see the whole picture. More research needs to be 
carried out on the issues raised and the themes addressed, and 
into the virtualisation of education, for example to impart 
lifelong skills using “virtual universities (HEI)” or in 
developing “universities (HEI) based on robotic educators”. 
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ABSTRACT 
The superior functionality and versatility of generative AI have 
raised expectations for the improvement of human society and 
concerns about the ethical and social risks associated with the use 
of generative AI. Many previous studies have presented risk 
issues as concerns associated with the use of generative AI, but 
since most of these concerns are from the user's perspective, they 
are difficult to lead to specific countermeasures. In this study, the 
risk issues presented by the previous studies were broken down 
into more detailed elements, and risk factors and impacts were 
identified. In this way, we presented information that leads to 
countermeasure proposals for generative AI risks. 
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• Human-centered computing→HCI theory, concepts and models; 
• Social and professional topics→Computing / technology policy. 
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1 Introduction 
Because generative AI, based on highly accurate fundamental 
models, can be easily utilized by ordinary users with superior 
functionality not available in conventional AI, there are concerns 

about the ethical and social risks associated with its use. To 
address these concerns, studies have classified the impact of 
generative AI risks into risk domain classes [1][2], and technical 
documents have been created to highlight safety issues [3]. These 
studies have been referenced in government AI strategy 
documents and incorporated into national strategies [4][5]. 

The primary purpose of a risk study is to develop risk 
countermeasures. However, the risk issues identified in previous 
studies are presented with various levels of description (risk 
factors, risk impacts, etc.), making it challenging to derive 
specific risk countermeasures. Therefore, we decomposed risk 
into factors and impact, classifying each into risk domain classes. 
This approach enables users to present key considerations when 
using generative AI and corresponding countermeasures in an 
easy-to-understand manner. 

In this paper, we first present 20 risk issues in Section 2, 
consolidating the generative AI risks described in previous 
studies, followed by the risk domain classes further subdivided 
from the six classes outlined in the papers [1][2]. In Section 3, we 
present the decomposition results of risk into factors and impacts, 
clarifying the relationship with risk countermeasures. Finally, we 
provide a conclusion and discuss future perspectives. 

2 Risk issues and risk domain classes 
Numerous studies [1-5] have identified risks associated with 
generative AI, but these risks are not identical across the studies 
(e.g., 21 risks classified into 6 categories [1][2], 12 risks identified 
[3], etc.). We consolidated and organized these into 20 risk issues 
(Table 1) and created detailed risk classes [1][2] (Table 2). 

These risk issues are outlined from the user's perspective, with 
the factors and effects of risk blended together. This makes it 
difficult to clearly understand the necessary steps for risk 
mitigation and the specific improvements that should be aimed for 
in risk measures. 

3 Decomposing risks into factors and impacts 
According to the safety standard ISO/IEC Guide 51 [6], risk can 
be separately modeled as hazard and impact. This model posits 
that improper system behavior (hazard) is a factor that increases 

Permission to make digital or hard copies of part or all of this work for personal or 
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the likelihood of damage, and defines risk as the expected value of 
damage when a hazard occurs. Following this concept, Figure 1 
simplifies the process of AI risk occurrence. To mitigate the 
hazard of generative AI risk, it is essential to distinctly separate 
hazard and impact, which the risk issue represents. 

Based on this concept, we have divided the risk issue into 
hazard and impact (Table 3). This enables us to associate risk 
reduction measures with improvement effects on impacts, while 
concentrating on the hazard of the risk issue. 

4 Discussion and Conclusion 
To mitigate risk, we can: 1) remove the risk source, 2) avoid the 
hazard, and 3) manage the impact (Figure 1). Table 3 helps with 
measures 2) and 3), but measure 1) needs a risk analysis 
considering the AI system's configuration. Our next step is to 
apply a framework for analyzing risk occurrence and its impact on 
AI systems, such as AIEIA [7]. 

REFERENCES 
[1] L. Weidinger, et.al. "Ethical and social risks of harm from Language Models," 

arXiv:2112.04359 [cs] (Dec. 2021). 
[2] L. Weidinger, et.al. "Taxonomy of Risks posed by Language Models," Proc. of 

FAccT '22, pp.214- 229, DOI: 10.1145/3531146.3533088 (June 2022). 
[3] OpenAI, "GPT-4 System Card," (Mar. 2023). 

https://cdn.openai.com/papers/gpt-4-system-card.pdf 
[4] A. KATIRAI, K. Ide, A. Kishimoto, "Overview of the Discussion Points on 

Ethical, Legal, and Social Issues (ELSI) of Generative AI (Generative AI) : 
March 2023 Edition", Osaka Univ. ELSI NOTE. 2023,26, pp.1-37, DOI：
10.18910/90926 (March 2023). (In Japanese) 

[5] CRDS JST, "New Trends in Artificial Intelligence Research 2 - Impact of 
Fundamental Models and Generative AI," Strategic Proposal/Report CRDS-
FY2023-RR-02, (July 2023). https://www.jst.go.jp/crds/report/CRDS-FY2023-
RR-02.html. (In Japanese) 

[6] ISO/IEC Guide 51:2014 Safety aspects - Guidelines for their inclusion in 
standards, https://www.iso.org/standard/53940.html 

[7] I. Nitta, K. Ohashi, S. Shiga and S. Onodera, "AI Ethics Impact Assessment 
based on Requirement Engineering," Proc. of 30th Intl. Requirements 
Engineering Conference Workshops (REW), Melbourne, Australia, pp.152-161, 
DOI: 10.1109/REW56159.2022.00037 (Aug. 2022). 

Table 1: Risk Issues 
 Risk issue  Risk issue 
1 Hallucination 11 Economic impacts 
2 Potential for risky emergent behaviors 12 Acceleration 
3 Harmful content 13 Environmental and financial cost 

4 Harms of representation, allocation, and 
quality of service 14 Spreading misinformation 

5 Disinformation and influence operations 15 Increasing sophistication and ease of crime 

6 Overreliance 16 Proliferation of conventional and 
unconventional weapons 

7 Privacy 17 Illegal surveillance and censorship 
8 Copyright infringement 18 Lack of transparency of training data 

9 Exploitation of workers during model 
creation 19 Interactions with other systems 

10 Cybersecurity 20 No rights (copyrights or patents) for AI 
creations 

 
Table 2: Risk Domain Classes 

class Major class of risk subclass Subclass of risk 

1 Discrimination, Hate speech 
and Exclusion 

1-1 Toxic Content Generation 
1-2 Social Effects of Unfair Discrimination 

2 Information Hazards 
2-1 Information Leakage 
2-2 Right Infringement 

3 Misinformation Harms 
3-1 Misinformation Output 
3-2 Biased Information Output 

4 Malicious Uses 
4-1 Intentional Harmful Content Generation 
4-2 Cybersecurity Decline 

5 Human-Computer Interaction Harms 

6 Environmental and 
Socioeconomic Harms 

6-1 Deterioration of Social Environment 
6-2 Deterioration of Information Environment 
6-3 Economic Damage 

 

 

 
Table 3: Decomposition of Risk Issues 

Risk issue Risk factor (Hazard) Risk domain class Impact Risk domain class 

1 Hallucination 
Biased output 3-1, 3-2   

2 Unpredictable behavior 3-1 Serious damage due to misinformation in medical, legal, etc. 3-1, 3-2 

3 Toxic contents creation 
Biased output 3-2 

Social Stereotypes and Unfair Discrimination 
Hate speech and offensive terms 
Spreading false or misleading information 

1-1, 1-2, 3-1, 3-2 

4 Biased output 3-2 
Social Stereotypes and Unfair Discrimination 
Reinforcement of social bias 
Fixation of misinformation and false information 

1-2, 6-1, 6-2 

5 Intentional Misinformation Creation 
Generating disinformation and propaganda 

3-1 
4-1 

Social Stereotypes and Unfair Discrimination 
Exclusionary norm 
Spreading false or misleading information 

1-2, 3-1, 3-2 

6 Overly believe in generative AI 5 Fostering inappropriate use (reduced awareness of risks) 5 

7 Information leakage 
Information estimation 2-1 Privacy infringement 

Security breach 2-1 

8 Generating infringing data 2-2 Copyright infringement 2-2 
9 Advancement of Automation by AI 6-1 Economic impact (e.g., replacement of workers) 6-3 

10 Generating infringing data 
Support for attack code generation 

2-2 
4-2 

Privacy infringement 
Security breach 
Facilitating fraud and targeted manipulation 

2-1 
4-2 

11 Advancement of Automation by AI 6-1 Economic impact (e.g., replacement of workers) 6-3 
12 Acceleration of technology development competition 6-1 Lowered safety standards and proliferation of bad norms 6-1 
13 Increased power consumption during training and inference 6-3 Impact on natural environment 6-1 
14 Spread of AI-produced information 6-2 Fixation of misinformation and false information 6-2 

15 Generating disinformation and propaganda 
Overly believe in generative AI 4-1, 5 Reduced hurdles to malicious users 

Encouraging inappropriate use 4-1, 4-2, 5 

16   Used for weapons proliferation 4-1 
17   Illegal surveillance and censorship 4-1 

18 Increase in size of training data 6-3 Lack of traceability 
Missing information on origin of training data 

2-2 
6-2 

19 Interactions with other systems 4-2 Reduced hurdles to malicious users 4-1, 4-2 
20 Lack of creativity in AI products 2-2 Failure of rights acquisition 2-2 

Figure 1: Model of Risk Occurrence 
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A B S T R A C T   

The potential impacts of machine learning and artificial intelligence (AI) on society are receiving increased 
attention owing to the rapid growth of these technologies during the fourth industrial revolution. Thus, a detailed 
analysis of the positive implications and drawbacks of AI technology in human society is necessary. The 
development of AI technology has created new markets and employment opportunities in vital industries, 
including transportation, health, education, and the environment. According to experts, the rapidly increasing 
improvements in AI will continue. 

As part of humankind’s continual efforts to create more prosperous technological growth, automation and AI 
are changing people’s lives and are widely considered to be game-changers in a variety of industries. This study 
presents a review of how automation and AI may affect businesses and jobs. To determine some of the pro
spective long-term consequences of AI on human civilisation, this study investigates a variety of connected 
primary impacting potentials, including job losses, employees’ well-being, dehumanisation of jobs, fear of AI, 
and examples of autonomous technology developments, such as autonomous-vehicle challenges. A diverse 
methodology of narrative review and thematic pattern was used to add to transdisciplinary or multidisciplinary 
work, particularly in the theoretical development of AI technologies.   

1. Introduction 

Social-impact assessment is the process of identifying, analysing, and 
measuring the social consequences of an event on society, according to 
Dietz [1]. The social impact of artificial intelligence (AI) must be thor
oughly investigated, similar to investigating the societal impact of sci
entific research in general [2]. 

Regarding how this can be studied, the use of a theoretical literature- 
review approach serves as one of the foundations on which a research 
idea is built. A suitable approach is always determined by the research 
question and the precise goals of the review; thus, a theoretical literature 
approach can be used to explore the social implications of trans
disciplinary AI [3]. 

Different techniques have been used to summarise, examine, and 
synthesise studies on the societal impacts of AI and their theoretical 
foundations, as well as to identify any gaps in the existing literature. The 
current study takes advantage of this multifaceted approach to develop a 

theoretical framework for an interdisciplinary approach. A hybrid 
technique of narrative review and thematic pattern can be employed to 
track any potential substantial societal impacts of the rapid technolog
ical improvement that industrialised economies are currently experi
encing. A narrative review looks for studies that highlight an interesting 
problem; however, a thematic pattern is used to identify and classify 
recurrent themes, subjects, concepts, and meaningful trends in a 
collection of texts, such as transcripts [4]. 

The methodology used in this study aims to ensure that the multi
disciplinary effort affords flexibility in exploring the theoretical foun
dations of how people choose to absorb new technological knowledge 
and other challenges with modern technology. Investigating how 
adoption decisions are made is important because the current economy 
is experiencing what is known as the Fourth Industrial Revolution (I4.0), 
which began in 2013. This revolution is characterised by the use of 
advanced technologies, including AI, robotics, and the Internet of 
Things, to automate tasks and jobs. Machines (hardware- and/or 
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software-based) are becoming autonomous and are able to learn for the 
first time. 

The digital age has progressed faster than expected, which has 
resulted in the mass replacement of human labour. According to some 
scientists, such rapid growth will considerably affect human civilisation 
and eventually result in the significant automation of human labor. 
According to Nissim and Simon [5], automation and AI have the ability 
to harm businesses that were designed to be robust. They added that 
unions have a moral obligation to uphold everyone’s moral standards in 
addition to protecting their members’ economic and social rights. 

The COVID-19 outbreak has affected business operations, resulting 
in supply-chain disruptions and a decline in products and services. The 
pandemic had the unfavourable consequence of isolating the demand for 
alternative human-labour solutions from continuous labour, which 
focused mostly on remote labour and job automation [6]. Following 
such effects, some studies offer sufficient evidence that clear adverse 
effects occurred worldwide [7]. Therefore, analysing how technical 
improvements have affected economic growth and why the outcomes of 
the most recent advances are so revolutionary is important. 

This discussion on how technological advancements may affect the 
job market is not new. Some key questions are as follows [8]:  

• Is education relevant to automation and AI?  
• Are elderly or young people scared of new technologies?  
• Are employers interested in automation to reduce labour? 

The AI literature provides an extensive analysis of these three key 
issues. The third question is relevant to the current study. A careful 
analysis of how technological advancements impact the labour market 
requires an understanding of the root causes of the increased fear of 
automation. Researchers have thoroughly examined the reasons for this. 
One of our main objectives in the current study is to expand on this 
significant concern [9]. 

Recently, employers have had the option of using machinery to carry 
out jobs that formerly required human labor. As employers seek 
methods to embrace automation technology, workers may worry that 
these technologies pose a threat to their jobs. This poses issues for both 
groups. The authors of “Automation Fears: Drivers and Solution” pro
vided evidence for this claim through their survey of 502 respondents 
from Bulgaria on their opinions on job automation. The investigation 
showed that personal solutions prevailed over commercial and social 
solutions, owing to growing concerns about automation. According to 
the survey, people worry about job automation based on their beliefs 
and demographics. The key factors related to the fear of automation are 
peer pressure, the job’s automatability, views about the dehumanising 
consequences of technology, and a person’s self-perception of profes
sionalism [10]. 

The body of literature on automation and AI does not adequately 
address societal realities and concerns such as job loss and displacement. 
Therefore, this study attempts to bridge the gap by investigating how AI 
affects society. Additionally, we improve the understanding of the actual 
sociocultural factors that have a significant impact on the acceptance of 
this technology, as well as its implementation in enterprises and daily 
life. We are unsure of the precise size and the potential range of re
percussions of this study. For example, evaluations of AI literature 
should focus more on how technical innovations reflect moral standards 
[11]. 

Consequently, our main objective in the current study is to examine 
some long-term societal impact features that have emerged as a result of 
the ongoing advancements in AI technology and automation. The 
answer is influenced by all the subtopics in the research response. At the 
start of each section, justification is provided for the paper’s order of 
subsections. This study defines common societal features and lays the 
foundation of the theoretical framework. It discusses the drivers of 
automation and AI, and how society accepts automation and AI in 
general. The significant questions of how automation and AI impact 

society and where AI can face real ethical drawbacks are discussed. This 
study examines some weighty features of long-term AI societal impacts, 
such as AI fears, job losses, the dehumanisation of jobs, employees’ well- 
being, and automatic-vehicle (AV) safety and acceptance concerns. A 
pertinent literature review leads to the conclusion that despite the fact 
that AI requires stricter ethical standards, there is no doubt about its 
social benefits and impacts. 

2. Adopted definitions 

Because readers frequently have their own understanding of the 
terms employed in research or may not be acquainted with them at all, 
the definitions of terms associated with the relevant social elements 
ensure that readers recognise the aspects of the current study in the way 
that the authors intend them. The definitions of some of the long-term 
societal-impact features discussed in this study are as follows: 

The concept of “AI impact on jobs” refers to the anticipation that the 
implementation of AI at work can result in the loss of numerous jobs or 
create and improve new ones. 

The concept of “AI impact on workers’ well-being” refers to the hy
pothesis that automation and artificial intelligence can increase pro
ductivity or remuneration for people who continue to work, but they 
may also have adverse or contradictory effects on employees’ welfare 
and job security. 

The concept of “AI impact on organisational dehumanisation” refers 
to the impressions of organisational mistreatment held by employees, 
who feel that their worth is being underestimated and that they are 
being treated more like machines than people, owing to their in
teractions with the business. 

The concept of “fears from the automation of jobs” refers to the 
impression that the “all things automatic” approach may cause many 
people to start worrying about their jobs. 

The term “AV worries” refers to the fact that AV engineering cannot 
confine itself to the traditional safety-validation problem, which ensures 
the functional safety of the vehicle. Guaranteeing the functional per
formance of these new vehicle types presents a new challenge for safety 
validation. 

3. Research problem 

Despite its advantages and benefits, there is a significant possibility 
of unanticipated risks associated with the widespread use of AI tech
nology, as illustrated by the critical relationship between AI break
throughs and potential job-loss threats. The challenge for research is to 
conduct a significant analysis and focused examination of the impacts of 
automation and AI on various long-term societal features. 

The primary goal of this study is to determine how human society 
and enterprises may be impacted by the gradually increasing effects of 
automation and AI on a global scale. That is, we aim to determine if they 
are advantageous or detrimental to society. 

Owing to the rapidly evolving worldwide trends in AI, technology, 
and breakthroughs, the following questions are at the core of the current 
study:  

• How will businesses and society be impacted by the approaching AI 
revolution?  

• What social issues are being created by current advances in AI 
technology? 

4. Methodology used to collect data 

In this section, we attempt to clarify the hybrid characteristics of the 
proposed methodology. The authors benefited from the observations 
made by other researchers on the human sciences’ tendency to combine 
narrative research with thematic patterns. The former is used as a tool to 
develop the methodological and theoretical framework for research, and 
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the latter typically refers to a group of texts, such as transcripts, and it 
seeks to identify recurring themes, subjects, concepts, and patterns of 
meaning in the text. The authors used a flexible technique that suits the 
multidisciplinary nature of this study to track and analyse some long- 
term societal and ethical factors related to the future of automation 
and AI technologies. They placed importance on the chosen method to 
guarantee that this transdisciplinary endeavour allows for flexibility in 
studying the theoretical underpinnings of how individuals and society 
choose to absorb contemporary technology. 

Formulating an appropriate study question and creating a well- 
defined statement or goal statement are always helpful to the authors 
in providing a literature review and analysing its content. In general, the 
fundamental elements of a literature review include a summary of the 
source, a description of the document’s key ideas, a discussion of 
research gaps, and an assessment of the source’s value to the field [12]. 

AI literature reviews can help tackle issues that require the consid
eration of massive social, business, and ethical information [13]. To 
select the type of literature review used in their study, the authors 
consider that in multidisciplinary work, a narrative review provides 
breadth, especially in theoretical approaches. The study topic and spe
cific review objectives define a suitable strategy for their use. They 
followed Braun and Clarke’s observation that, before beginning the 
writing process, reviewing and identifying the ideas that have been 
generated is recommended [14]. 

Social-science techniques are relevant to the search for technology- 
based societal and ethical implications because they provide more 
flexibility when considering massive information [15]. However, 
addressing the shortcomings of the narrative side of this methodology is 
crucial. The authors consider this methodology’s failure to assess the 
validity of the selected articles, the potential for lack of transparency, 
biassing findings, failings in the synthesis of facts, and its overreliance 
on reading and writing skills at the expense of other skills [16]. 

Therefore, the authors adopted a precautionary mechanism, owing 
to the risk of inconsistencies overshadowing the narrative review 
method’s apparent flexibility in switching from the generation of 
descriptive themes to the generation of analytical themes [17]. This 
approach embodies a hybrid methodology that combines narrative re
views and thematic patterns to minimise the aforementioned gaps. The 
authors choose to develop a new body of information on AI’s impact on 
society and yield a suitably narrow research question that supports their 
study [18]. 

According to the authors, future studies on the various facets of AI 
that relate to ethical and social issues and address the problem of in
formation accumulation may use an advanced combination of narrative 
methods and thematic-analysis research grounds to surpass potential 
shortcomings and maximise the output quality of the literature review 
[19]. 

The selected method helps to detect gaps and identify fresh angles 
when interpreting earlier findings. Wanger et al. presented a thorough 
research agenda for AI-based literature reviews. According to their 
study, the use of AI is beginning to alter conventional research tech
niques. Literature reviews are still used in this context because they are a 
common feature of nearly every type of publication in the fields of in
formation systems and social science [20]. 

In summary, the authors’ objective of examining the societal and 
ethical ramifications of AI technology is supported by the use of a 
flexible methodology and employing a strategy for acquiring a larger 
view of their subject. They combined thematic-pattern analysis with a 
narrative-review methodology to offer a thorough overview of the im
plications that have been researched and documented in the literature, 
thereby exploring new avenues for future research on AI’s societal and 
ethical effects [21]. 

5. Theories that generated the study topic and directed the 
selection of pertinent data relating to AI’s social and ethical 
impacts 

A theoretical framework, which influences several aspects of 
research endeavours, is the basic study of other concepts that serve as a 
guide for developing justifications for research. The theoretical litera
ture review assists in recognising current theories and spotting their 
varied connections and depth. The importance of this work is supported 
by established theoretical underpinnings. 

In the theory selection, the authors consider that the impact of AI on 
society is intensely debated. Proponents of AI argue that it makes life 
simpler, safer, and more effective, whereas detractors argue that it 
worsens racism, increases privacy concerns, creates unemployment, and 
eliminates jobs for workers. Therefore, while creating new opportunities 
for businesses and communities worldwide, the rapid development and 
evolution of AI technology also sparked some crucial discussions. 
Moreover, civil society calls for greater accountability in the way AI 
technologies are utilised in an effort to address the ethical and legal 
problems that may arise from the increasing integration of AI into 
people’s daily lives. Despite the benefits that these new technologies 
provide to humanity, they appear to be plagued more frequently by 
flaws that undermine accountability and security, among other issues. 

5.1. Social impact theories 

The current section aims to identify the theories that inspired the 
research question and guided the selection of relevant information 
regarding the social impact of AI. The impact that a project, activity, 
program, or policy has on individuals and communities due to its 
implementation or absence can be referred to as its social impact. Social 
effects can be viewed as an inevitable by-product of scientific 
advancement [22]. 

Several proposals exist for a theory model that supports societal- 
impact analysis. A notable proposal is Onyx’s employment of social 
ontology, outlined by practise theory, to build a theoretical model of 
social impact related to social organisations [23]. Their study stated that 
social impact describes broader social repercussions that go beyond an 
organisation’s direct programme aims and embody the organisation’s 
overall effects on the community at large, including both material ad
vantages and impacts on social cohesiveness. 

Onyx employed the “theoretical model of social impact” to study 
present organisational practises before concentrating on how a practise 
approach is implemented in light of recent impact and assessment 
studies. The nature of social, cultural, or economic capital and their 
relationships were then considered by Onyx, which created a theoretical 
groundwork for the defence of long-lasting social outcomes. Finally, a 
formal model of social impact was developed with a number of funda
mental hypotheses that captured social influence, and the model’s effect 
on organisational management and societal policy was examined [23]. 

When addressing the application of the theoretical model of social 
effect, Mökander and Schroeder’s attempt to develop a program for AI- 
driven social theory may be considered. AI-based models support the 
systematic application of recently acquired knowledge to a range of 
problems as well as the synthesis of knowledge from many sources. A 
few examples of the philosophical, technological, and practical limita
tions that AI-driven social theory still faces include the capacity to 
transfer knowledge from one context to another, the ability to inde
pendently create and improve concepts and models, and the capacity to 
develop verbal concepts to represent machine-manipulability knowl
edge. Mökander and Schroeder concluded that social theory and AI 
would advance as long as these gaps were filled [24]. 

Additionally, Latané was credited with developing a social-impact 
theory that focused on how people may exert social influence or 
become its objects. The derived hypothesis is that we are significantly 
impacted by other people’s behaviours. According to this study, the 
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beneficial adjustment made by any business to solve a critical societal 
issue is known as the social impact. The principles from which this 
impact is derived are chance, clarity, craze, courage, and consideration. 
The study aimed to address local and international issues such as racial 
inequality, poverty, homelessness, and unemployment [25]. 

To benefit from Latané’s social-impact theory in the current study, it 
is important to consider that real-world examples show how AI affects 
human behaviour and tries to manipulate it; this includes the exploita
tion of biases discovered by AI algorithms and the development of 
specialised addictive methods for the use of digital products. AI can 
endanger workers, worsen poverty, lead to unemployment and insta
bility, and create significant privacy issues. To safely use new technol
ogies, enhanced security measures and regulations must be 
implemented. Better communication, less privacy, convenient purchas
ing, easier information access, online social connections, adaptive jobs, 
and improved tracking of health concerns are just a few ways technology 
may change our lives. Although technology makes it possible for us to 
communicate instantly with others, it also increases our vulnerability to 
loneliness and new forms of intimidation and manipulation. 

According to some sociologists, AI is socially constructed such that 
when it is used in a social setting, an AI system can adopt social roles, 
carry out social behaviours, and establish social connections. Given that 
the unthinking use of human data in AI sociotechnical systems tends to 
repeat and possibly even exacerbate existent social inequities, scientists 
have called for better sociological knowledge of data [26]. Moore et al. 
argued that utilising inclusive datasets is crucial to providing accurate, 
unbiased, and relevant data to ensure the correct operation of AI systems 
because AI systems may be prejudiced in multiple ways, depending on 
the datasets used. Based on this perspective, potential societal effects 
must be considered when machine learning and AI are integrated into 
the fabric of society on a global scale [27]. 

Additionally, AI may be used to search through various trending 
topics on social media that have an impact on society. Then, rather than 
requiring us to manually set up our social-media posts, AI can suggest 
posting ideas or even design and plan them for us. AI helps social-media 
marketers build effective social campaigns. Moreover, it allows busi
nesses to automate many different processes and learn from customer 
data. 

Despite references to such positive and diverse consequences, Bos
trom countered the idea that using AI might have a significantly positive 
social influence and be a reliable protector of moral standards by 
asserting that AI will be damaging to people. Their study stated that once 
AI reaches a particular stage of development, it may engage in conver
gent behaviour that is harmful to humanity, such as resource exploita
tion or self-preservation [28]. 

To evaluate social-impact theories, we need to identify who is most 
likely to be affected, determine how torecognise the impacted people, 
determine and evaluate potential social implications, implement man
agement strategies to minimise negative effects and maximise advan
tages, and facilitate systematic monitoring and tracking [29]. 

5.2. Ethical impact theories 

The purpose of this section is to identify the theories that influenced 
the research question and helped in the selection of pertinent data on the 
ethical implications of AI. 

Ethical philosophy is divided into categories such as deontology, 
utilitarianism, rights, and virtues. Domains such as employee perfor
mance, work happiness, organisational commitment, trust, and organ
isational citizenship behaviours can be improved by the perception of 
ethical behaviour. A system of values that directs people’s behaviour is 
known as ethics. Globally, every society has its own distinct ethical 
vocabulary, views, and expectations, all of which are influenced by 
culture. Therefore, AI is likely to have various social implications 
depending on the cultural context, which affects ethical standards [30]. 
Unethical behaviour has negative effects on both people and 

organisations. Non-compliance may result in job losses, diminished 
organisational respect and credibility, and a decline in general morale 
and productivity. 

According to Stahl, no debate on the ethics of AI will be appropriate 
if the concept of ethics is not well understood, owing to the potential risk 
of non-adherence to ethical behaviour. Stahl developed a theoretical 
framework, known as the ethical impact theory, that describes how 
immoral actions impact society and the impact of conduct on personal 
well-being [31]. A good example of this was a report by Nature on 
AI-based ChatGPT being listed as a co-author in research papers [90], 
and action was taken by publishers to ban AI authorship in the future. 

When applying ethical impact theory to AI technology issues, sys
tems of ethics try to define norms, criteria, or standards for ethical 
behaviour. Egoism, naturalism, virtue, utilitarianism, and con
tractualism are examples of ethical theories. Because moral judgements 
must be justified, general norms are not always sufficient, and conven
tional morality is not always accurate; thus, ethical theory is vitally 
important. Moreover, ethical theory is significant for both individuals 
and businesses. A company’s major objective is to increase customer 
sales to maintain a strong position in the business world. Reduced pro
ductivity levels, AI biases, and a lack of transparency may be the result of 
unethical business practises [32]. 

The ethical theory of utilitarianism is a notable example of an ethical 
theory that can be associated with contemporary endeavours to assess AI 
applications. It embodies consequentialism in part, that is, the decision 
that will result in the greatest good for the largest number of people is 
the most morally correct one. Utilitarianism, which was developed by 
John Stewart Mills, establishes right from wrong by emphasising the 
results. In this regard, the authors propose that future research on the 
ethical implications of AI may assess the value of using philosophical 
moral frameworks, such as Mill’s utilitarian ethical theory. The criteria 
for judging the value and effectiveness of existing technology may be 
based on the collective type and style of usage [33]. 

6. What drives the implementation of automation and AI 

Despite the fact that AI is frequently hailed as a future technology, 
companies are interested in knowing how their staff members feel about 
the biggest challenges in implementing automation and AI in the 
workplace. Manufacturers use AI-supported analytics and data to reduce 
unplanned downtimes, increase productivity, improve product quality, 
and improve worker safety. Thus, periodically re-evaluating the actual 
drivers underlying the adoption of automation and AI is essential. 

Tussyadiah et al. [34] examined organisational automation-adoption 
factors, and the drivers emphasised by their research can be summarised 
as follows:  

1. Technological progress as introduced previously. 
2. Lack of workers for important technical advancements, such as un

manned vehicles, where humans are not required. 
2.1. The difference in demographics between locations with a sig

nificant population of young people and those with few young 
people.  

2.2. Livability in situations where low, insufficient salaries are 
offered.  

2.3. The labour mobility of a large workforce that may prefer to 
settle in specific places.  

3. Demand from customers and high standards.  
4. Innovative capabilities. 

Some workplace issues, such as job losses, arise with the introduction 
of automated components. Given that people who can operate machines 
are more productive than those who cannot, these prospective losses 
may be evaluated in the context of lower expenses and prices for goods 
and services. Additionally, humans and technology relate directly in a 
manner characterised by dynamic behaviour [35]. There is a clear 
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interaction between humans and technology in the mode of dynamic 
behaviour [36]. Because this relation is categorised as a “behaviour,” it 
includes high and low relations with mutual effects [37]. 

The Industrial Revolution was enabled by interactions between 
people and advanced technologies, but the combination of industry and 
technology may have been its most distinctive feature. The close inter
action between humans and advanced technology has led to more ap
plications of AI, robotics, and the Internet of Things, which has resulted 
in the increased automation of tasks and jobs, which has unavoidably 
impacted the social connection that all humans share. This connection is 
evolving rapidly, and the combination of automation and AI has already 
begun to alter the commercial environment. Increasing transmission 
speeds and declining computational costs are some of the main forces 
behind the most recent successful wave of automated smart decision 
making. Some scientists remarked that businesses are now focusing on 
implementing current AI with automation advancements to access new 
peaks of competence and brilliance. Their conclusion was that auto
mation and AI may be more effective when they are operated together, 
and the combination may offer a competitive advantage. Automation 
and AI may be effective motivators and can provide value to many firms 
through efficiency, novelty, and data-based expertise [38]. 

Owing to improvements in the field and the close processes between 
automation and AI, advanced technology now significantly impacts our 
daily lives, and we use it as part of our daily routine. Technology has 
improved considerably, particularly for smartphones, wearable devices, 
and AI. It has not only changed the modern workplace but has also 
reshaped our daily activities and heavily impacted our interactions, 
behaviours, and mental processes [39]. 

However, regardless of what drives the implementation of automa
tion and AI, some critics believe that the way people behave is overrun 
by technology, and our utilisation of time has been severely affected, 
that is, we have become highly dependent on technology. According to 
recent research, AI can be used to sway people’s judgement by preying 
on their habits and routines. Our emotional, societal, and individual 
behaviours have become increasingly governed by technology. This 
emphasises the substantial need to strive to use advanced technology 
efficiently if we want to gradually boost productivity in our daily tasks. 
Some scientists state that technology must be a supplement to our ex
istence, not something that we rely on [40]. 

7. Social and public acceptance of automation and AI in the 
industry 

The previous section considered the factors that drive the imple
mentation of automation and AI. The acceptance of AI is affected by 
problems with these drivers. The three main factors that influence 
growth in AI adoption are the need to enhance customer experience, 
boost worker productivity, and accelerate innovation. Trust in AI tech
nology has become a pressing issue that affects its acceptance. Among 
the most indispensable components for ensuring future societal trust in 
AI technology is the indoctrination of human values into AI, which will 
foster transparency and cooperation for the responsible advancement of 
AI [41]. 

The acceptance of different levels of advanced technology by society 
has always been a contentious issue. Modern advancements offer a 
simple way of living while also enabling new possibilities for long-term 
growth. Although technology has many significant advantages, not 
everyone who uses it will support its adoption and use in the same way 
[42]. 

Without achieving human-level cognitive capacities, advanced AI 
systems can still have a significant impact on civilisation. Scientists’ 
assessments of the stages of the impact of AI on society and the labour 
market make it possible to comprehend society’s acceptance of various 
levels of advanced technology. The three stages of AI’s impact on society 
are narrowly transformative, transformational, and radically trans
formative. These levels can facilitate communication among 

policymakers and decision makers regarding the medium-to long-term 
effects of sophisticated AI. These levels will assist future researchers in 
re-evaluating presumptions and illuminating new avenues for promising 
AI futures [43]. 

It has become standard practise for scientists to conduct in-depth 
evaluations of the impact of robotics, automation, and AI on future 
working conditions and job trends, as well as detailed analyses of the 
influencing variables behind the acceptance of modern technology. 
Various societal and technical influences determine how eager people 
are to accept and use AI in various work domains. 

Naikoo et al. [44] examined how society and technology interact, 
and particularly how modern science and technology are developing. 
Based on their perspectives, every facet of contemporary life has been 
significantly affected by technology, particularly those that are social in 
nature. AI technology has improved the foundational aspects of exis
tence by transforming systems such as health, education, communica
tion, business, art, and literature. 

Their investigation attempted to understand how human society 
evolves in the context of science and technology. They concluded that 
we can quickly assess the state of various departments operating within 
our society using contemporary science, technology, and the Internet, 
which leads us to believe that advanced technology now enables us to 
understand the various stages of societal evolution in greater detail. 

The debate on the acceptance of automation and AI in industry 
inevitably includes concerns about safety, ownership, privacy, perfor
mance, and sustainability [45]. The factors behind public and individual 
acceptance of AI automation vary. In theories of user acceptability, 
behavioural aspects are typically used to characterise how well AI de
vices are received and the factors that influence their acceptance. Ac
cording to studies on the adoption of AI gadgets, increasing 
transparency, compatibility, and dependability while also making jobs 
simpler can increase consumers’ attitudes, trust, and views of the 
technology [46]. 

Owing to the seriousness of the impact of AI technologies, particu
larly on vulnerable individuals and groups and their human rights, sci
entists are now more aware of the significance of the underlying legal 
and human-rights issues of AI, how these issues are being addressed, 
gaps that require attention, challenges, and how these issues have 
affected human-rights principles [47]. These ongoing moral debates are 
anticipated to have diverse impacts on how society views automation 
and AI in different areas and will reshape research on AI technology 
[48]. 

The discussion on whether market labour may be affected by auto
mation in production lines is timely. 

AI’s considerable impact on labour has recently become a dominant 
trend. Damioli et al. [49] reported that the number of robotics and AI 
patent applications has increased recently, which indicates that the 
economy may already be suffering the effects of products based on AI 
technology. 

However, the literature does not adequately address the moderating 
effects of contextual factors. Different levels of automation, such as Level 
3 conditional automation [50], Level 4 high automation [51], and Level 
5 full automation, have been considered in various studies [52]. 
Different viewpoints on consumers’ preferences for increased levels of 
automation have been shown by public-opinion polls. Schoettle and 
Sivak [53] reported that the public’s desire to accept automation 
decreased owing to the rising level of its implementation. However, 
according to Abraham et al. [54], as automation levels increase, people’s 
propensity to use AVs also increases. Higher levels of automation may 
have unpredictable effects on AV adoption; therefore, predicting AV 
adoption may be challenging. To bridge this gap, this study examined 
the moderating impact of automation level on the adoption of AVs. The 
ownership of a vehicle, which may play a significant role in the adoption 
of AVs, has received less attention in existing literature [55]. For AVs to 
succeed, widespread use of technology in public transportation is 
necessary. Thus, determining the moderating role of car ownership is 
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one of the purposes of the current investigation (public versus private) 
[56]. 

Many interdisciplinary variables must be combined to govern and 
assess the acceptability of autonomous technology. More scholarly in
vestigations are being conducted on how people and the general public 
view AVs. Along with sustainability, a variety of transdisciplinary sub
jects are beginning to draw increased scientific attention [57], including 
how the public perceives AVs, car ownership, and strong legal 
frameworks. 

8. Some of AI’s most significant social impacts 

AI has the potential to considerably and diversely help society and 
improve larger lifestyles, and it may be able to address some of the most 
difficult global problems. Some of the main ethical challenges with AI 
are its use to deceive or manipulate, privacy problems, AI bias, and 
concerns about potential inequities; however, employment losses have 
the greatest societal impact, as mentioned in the preceding section [58]. 

However, even if AI potentially has a large number of positive ef
fects, it may also be disruptive and have unpredictably uneven conse
quences for society, as discussed in this section based on several societal 
dimensions. 

8.1. Economic impact of AI 

People are concerned that AI will replace human jobs. AI technology 
is already causing an industrial revolution that has a significant impact 
on the manufacturing sector as well as professional, financial, whole
sale, and retail services. According to the doomsday scenario, the con
sequences of AI on income distribution have a detrimental impact on the 
economy. Only those who can afford, have access to, and possess the 
necessary skills and knowledge to employ AI systems for economic 
advantage will do so; therefore, the wealth gap between the richest and 
poorest members of society will widen [59]. 

8.2. Public health 

Robotics and AI are rapidly penetrating the healthcare industry and 
will play an increasingly important role in clinical diagnosis and treat
ment. For example, robots have been used to diagnose patients. Alter
nately, as robots proliferate, their potential for harm will increase, 
particularly with drones and assistive robots, which must make judge
ments that directly affect human safety and welfare [60]. 

8.3. Labor market 

The machines that are now executing tasks that once required human 
involvement are a result of AI. Increased automation has a significant 
impact on employment, which may have a considerable impact on the 
mental health of the general public. For example, people who have lost 
their jobs owing to the closure of factories are more likely to experience 
depression, substance abuse, and suicide [61]. 

8.4. Security 

The way society uses information technology may be fundamentally 
altered by the use of AI, particularly regarding how personal informa
tion will be connected and how cybercriminals would have access to 
private information. Facial-recognition technology with AI can be uti
lised to secure locations; however, cybercriminals may potentially 
compromise the systems and exploit them maliciously. In the future, 
deadly autonomous weapons systems may be feasible. The security 
implications of these AI systems are concerning because it is simple to 
change their configuration and take control of them, which will allow 
unauthorised third-party access to this technology [62]. A recent 
example is the “Tesla phantom braking” that was allegedly used on a 

fully self-driving car that can decide to stop if there is a need; at the time, 
the car stopped while in traffic without an apparent known reason, 
which caused accidents [89]. 

In summary, to synchronise the sustainable development plans of 
international organisations and enterprises, measuring, analysing, and 
evaluating social impact is essential. This is because society has been a 
driving force behind the demand for urgent solutions. 

9. Negative values associated with AI technology 

Regional social and cultural circumstances significantly impact the 
perception and use of AI. The following subsections describe aspects of 
ethics and assumed negative values associated with AI technology, on 
which we base our study. 

9.1. Bias 

The general definition of bias is hostility towards a specific indi
vidual or group of individuals. Because AI is developed by people, it is 
subject to prejudice. Systematic bias may develop owing to the data used 
to train the system or the values of the system’s creators and users. This 
frequently occurs when machine learning programmes are taught on 
data that solely represent demographic groups or reflect social biases. 
Biased AI can have an extensive impact on specific societal groups. As an 
example, some demographics may be wrongfully imprisoned or 
detained owing to the use of AI in law enforcement or national security. 
Alternatively, AI is beneficial in special circumstances, such as child 
online protection [63]. 

9.2. Inequality 

The growing wealth disparity is a terrible effect of AI technology. AI- 
driven businesses will be the only entities profiting from this technology, 
while the use of this technology diminishes the human workforce in 
various businesses. This will result in less income being generated 
among the general public, owing to the loss of revenue. This effect may 
increase social inequality and widen the pay gap between lower- and 
higher-paying jobs. AI has the potential to expand the global divide and 
exacerbate the current digital divide. However, AI may help to close the 
digital divide [64]. 

9.3. Privacy 

According to human-rights and dignity reports, AI will have a sig
nificant impact on privacy over the next ten years. When designing 
service, care, and companion robots, users’ privacy and dignity must be 
carefully considered because the presence of these robots in homes 
means that they will have access to people’s private lives. AI has the 
reputation of violating people’s privacy, but it also has the potential to 
address other social problems. For example, by recording images of the 
general population, facial-recognition cameras can violate privacy but 
can also be used to identify criminals and solve crimes [65]. 

9.4. Environmental impact 

AI is used to manage waste and reduce pollution through the 
deployment of Avs to reduce greenhouse-gas emissions and traffic 
congestion. Additionally, deep-learning technologies are used to 
improve local conservation efforts and biodiversity. 

However, the use of AI and robotics has the potential to exacerbate 
environmental problems rather than improve them, owing to the high 
energy requirements for the necessary computing power. Therefore, AI 
can have both positive and negative effects on the environment [66]. 
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10. Results of the examination of some significant features of 
long-term AI societal impacts 

10.1. Justifications for the greater impact that some selected AI features 
have on society 

The aforementioned examples of negative values associated with AI 
technology undoubtedly affect society. Evidence for some key aspects of 
long-term AI’s social implications is presented in this section. 

Many contemporary studies that aim to lessen or amplify current 
disparities and solve existing problems have increasingly tended to 
describe the use and development of AI as embodying the potential to 
have both beneficial and negative effects on society [67]. Some features 
associated with the development of AI technology can affect society 
more significantly than others. Our aim is to provide some evidence on 
this matter by examining the impacts of AI fears, job losses, dehuman
isation, and workers’ well-being on society, as well as AV-based con
cerns. We begin by providing a scientific explanation for choosing these 
influential factors. 

10.1.1. First justification 
AI is used by a significant portion of society and may have a negative 

reputation among those who do not frequently interact with it. The list 
of words that apply to this sentiment includes the following: afraid, 
doubtful, apprehensive, distrustful, reluctant, and worried. This in
dicates that the unjustified fear of AI can be a considerable factor that 
prevents some sectors of society from benefiting from its inspiring eco
nomic, social, and scientific impacts. Utilising AI with sufficient confi
dence represents an important driving factor for its success and the 
reaping of its benefits in scientific and societal realities. 

10.1.2. Second justification 
Job losses and technologically driven societal transformations, such 

as those brought on by AI and automation, inevitably cause concern and 
anxiety. Technological advancements can lead to an increasing demand 
for labour in industries or jobs that emerge or develop as a result of 
industrial advancement. Although technology-enabled businesses may 
expand more rapidly than their conventional counterparts and maintain 
or even increase their staff size, advanced technology may have some 
negative impacts on employment. The displacement impact can be 
caused by directly dislocating workers from the tasks that they had 
previously performed. Businesses may have replaced or let go of em
ployees who could not use the new required skills while hiring new 
employees who could. 

However, AI and economic progress are supposed to be entwined, 
and the concept that computerisation has little impact on unemploy
ment needs to be emphasised. Even though physical robots reduce 
employment to some extent and lead to job losses, computers and AI 
rarely have the same impact. 

10.1.3. Third justification 
Both individual workers and AI can have a positive impact on 

workplace stability. Similar to previous automation advancements, AI 
results in higher productivity levels, job-role specialisation, human 
abilities, problem-solving, quantitative skills, and impactful work. 
However, not everyone benefits equally from economic progress. An 
important concern is whether such positive impacts guarantee em
ployees’ well-being. Thus, assessing how AI affects employees’ well- 
being and examining whether employees think AI can help their ca
reers more effectively than people can is crucial. 

10.1.4. Fourth justification 
Dehumanisation means removing a person’s or object’s humanity, 

personality, or dignity, for example, by subjecting someone (such as a 
prisoner) to cruel or inhumane treatment or conditions. Organisational 
environments frequently experience dehumanisation, which 

necessitates careful attention to both science and ethics. 
AI can sometimes be viewed as being parallel to the automation of 

the employment process using technology. Dehumanisation comprises 
status-lowering interpersonal mistreatments, including contempt, 
degradation, and being treated as embarrassed, ignorant, or uneducated. 
Internal psychological dynamics play a significant role in the construc
tion of the work-engagement image. Employees’ sense of organisational 
identity determines their loyalty to their workplace, and their inter
personal behaviours stabilise their workplace devotion. 

10.1.5. Fifth justification 
Autonomous objects are profoundly significant because they are the 

first examples of robots that are truly freed from explicit human direc
tion. For automated systems to make independent judgements based on 
their gathered data, they must be equipped with sensors and analytical 
skills. Autonomous devices are examples of autonomous technologies in 
the real world. Examples of autonomous devices include functional and 
humanoid robots, drones, and automobiles. Autonomous machines 
perform activities without human input while learning from their 
environment. These achievements are sometimes obtained at the cost of 
considerable concern. 

Automated online assistants, driverless automobiles, and virtual- 
reality experiences are just a few examples of how AI is progressively 
being incorporated into our daily lives. AVs are cars that manage their 
own operations and either do not need a human driver at all or only need 
minimal input from them. Automobiles, shuttles, buses, lorries, hauling 
freight, and sidewalk-operated personal delivery vehicles are all exam
ples of AVs. 

Over time, as technology develops and ambiguous areas are resolved, 
the advantages of owning a self-driving automobile will become 
increasingly clear. The more this technology is used, the more it will 
improve, provided that its benefits and limitations are thoroughly 
debated. 

10.2. Results of the examination of some long-term AI societal-impact 
features 

10.2.1. AI fears 
Fear is a basic, potent, and widespread human emotion that repre

sents a physiological response as well as a significant individual 
expressive reaction. It acts as a warning when danger is present, 
regardless of the type of threat [68]. 

Many misconceptions are associated with the fear of AI. One of the 
most fundamental concerns that some people have is that AI will control 
the world and subjugate humanity, assuming that unanticipated effects 
arise. An existential threat is one that threatens to end all life on Earth by 
completely eradicating it. This argument warns that once AI gains 
control of the world, it will develop superintelligence, outwit its human 
creators to further its own illogical goals, and endanger all life. 

Some of the major risks presented by AI include the spread of 
incorrect information and a deadly arms race involving AI-powered 
weapons. Research objectives, public perceptions, and AI policies are 
all affected by current expectations of technological presumptions. Some 
recent studies address the notion that humans are naturally territorial 
and need to feel in control and more comfortable. Thus, humans may be 
wary of AI because we do not understand it, and as a result, we have no 
control over it. 

Regarding the fear of AI in the workplace, some economists have 
noted that fears of automation and AI replacing workers have been 
overstated. Because work is more automated by AI, the productivity 
gains that ensue will increase labour demand across the economy, 
perhaps even in the same companies that are automating work with AI. 

According to a recent study that considered 300 fictional and 
nonfictional works on AI, the worries that people have about intelligent 
machines can be grouped into four main categories [69]: 
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a) Identity-loss fear (also known as “inhumanity")  
b) The anxiety of ‘obsolescence,’ or being obsolete  
c) Concern that people may stop needing each other (also known as 

“alienation")  
d) Being concerned that AI will rebel against humans 

The most discussed concern is the first, and general agreement has 
been reached that growing automation will intensify the AI-fear factor. 
Such fear is associated with potential employment losses, especially 
considering the consequences of the Covid-19 pandemic. 

Societal inequality is sometimes related to concerns regarding AI. 
One risk presented by AI technology is technology- or automation- 
related unemployment. People affected by technology-related unem
ployment lose their ability to make a living, which contributes to greater 
wealth inequality in societies where salaries are generally growing [70]. 

To summarise, as new, more advanced technologies become more 
widely used, working conditions improve. AI scientists are optimistic 
about the impact of AI in the future, but some academics believe that 
people may become impatient, lazy, and less intelligent owing to the 
increasing reliance on advanced technology. 

10.2.2. Job losses 
AI can cause job losses by mimicking human-intelligence processes 

and carrying out numerous routine tasks that are currently done by 
employees at considerably faster rates and with lower operational ex
penses [71]. 

A significant social concern is how robotics may alter the labour 
market. Economists and technology experts frequently examine the pace 
and extent to which technology may eliminate particular jobs from the 
workforce, as well as potential solutions to the ensuing unemployment. 
Jobs that are most likely to be automated in the future must be precisely 
identified to prevent large-scale unemployment. 

Researchers are assessing the risk of automation for approximately 
1000 currently existing occupations by objectively examining the extent 
to which robots and AI can replace the human capabilities required for 
specific jobs. The scientific methods they adopted may be particularly 
useful to governments for determining a population’s potential for un
employment [72]. 

Technological developments may directly impact employment 
through the displacement effect. Other developments that should be 
considered include increasing the need for labour in businesses that are 
already in operation or adding new jobs as a result of technological 
developments, dismissing workers outright from their current positions, 
and other strategies that may entail a productivity effect. Because 
automation has the potential to eliminate a wide variety of vocations, it 
is sometimes considered a severe danger to the global economy. 
Although an increase in the number of new AI-related occupations will 
occur, many new options will be open to people who need education and 
training, which may surprise many firms. Undoubtedly, training AI 
systems will be a top category of upcoming jobs, which is rapidly 
occurring [73]. 

AI will boost worker specialisation, production standards, and the 
value of higher human mental skills. Although AI is projected to have a 
positive impact on society and people, education and training will be 
crucial in preventing long-term unemployment and ensuring a qualified 
workforce. Although AI will accelerate economic development, some 
researchers noted that not everyone will benefit from it equally [74]. 

Businesses utilise AI to assist employees with their duties and pro
mote collaboration among teams comprising both human and auto
mated staff. However, given that AI is projected to have a big impact on 
workplaces and professions, it may make many individuals feel less 
connected to their jobs and increase their concern about being replaced. 
Researchers have shown that changes in employment, loss of status, and 
AI identity are three crucial signs of the threat of AI uniqueness in the 
workplace. Thus, understanding the identity threats posed by AI is 
critical. 

Finally, researchers and industry professionals are aware of the ef
fects AI will have on people’s identities as well as the crucial consider
ations to make when employing AI at work. Regardless of the final 
outcomes, robots will be able to perform a wider range of functions and 
jobs owing to AI advancements; however, this will also raise inequality 
and the potential for labour displacement. Some occupations that people 
perform today will eventually be replaced by machines [75]. 

10.2.3. Dehumanisation of jobs 
Previous studies have used some well-known technologies, such as 

wearable computing devices, robotics, teleconferencing, and electronic 
monitoring systems, to show how technology influences labour, work 
systems, and organisations. Research has emphasised the significance of 
increasing the potential of AI rather than merely minimising its adverse 
effects on people and organisations. Despite the importance of AI tech
nology in modern society, considering what will happen as our reliance 
on technology grows is crucial. The cost of the human component will 
decrease if human minds begin to adopt a “relaxed stance,” in which we 
unintentionally rely on robots or machines to make hypotheses and 
decisions on our behalf. 

However, the utility of AI as a tool may differ [76]. Dehumanisation 
is closely associated with the concern of losing autonomy because it 
represents the belief that some people are not granted special human 
rights and, as a result, certain outgroups should not be granted the 
rights, privileges, or authority typically accorded to ingroups [77]. 
Losing one’s feelings of autonomy has a negative impact on one’s 
behaviour and well-being. For some researchers, technology accelerates 
the loss of human autonomy through invasive observation and covert 
manipulation during user–technology interactions. 

Technology should not “dehumanise” us as people, drain our 
brainpower, and control our lives to the point where it replaces the 
fundamental interactions necessary for a person’s mental health, well- 
being, and skill development. Our social abilities gradually deteriorate 
if these experiences are eliminated. We may use technology to some 
extent to make our lives easier and to further research; however, too 
much technology use can prevent the human mind from thinking 
independently via trial and error and rob it of its mental processes. 
Therefore, completely removing or replacing the “human aspect” with 
technology is inappropriate. 

Employee knowledge hiding is considered an example of a con
cerning problem for organisations that is negatively impacted by 
organisational dehumanisation. An individual who deliberately tries to 
withhold information requested by others at work is said to be 
“knowledge concealing.” However, in the long term, the effective 
operation of a company will be significantly impacted by employee 
knowledge concealment [78]. 

Employees may be detached from their unique qualities owing to the 
organisation’s constant pursuit of profit, and they may be reduced to 
little more than a function or instrument. According to some scientists, 
this experience as an employee is known as organisational dehuman
isation [79]. 

Examining the acceptance of dehumanising attitudes and practises in 
the workplace has recently become an interesting field of study. Re
searchers who examined the actual acceptance of these attitudes 
concluded that there is relatively little support for them in light of the 
evidence emerging from social psychological and neuroscientific 
research, even though they frequently occur in organisational settings 
and are occasionally viewed as an acceptable and even necessary 
strategy for pursuing personal and organisational goals [80]. 

Societal dehumanisation and its relationship with cutting-edge 
technology were discussed in a study on employers’ negative impacts 
on employees. The study emphasised that the causes of societal dehu
manisation depended on a variety of factors, including the nature of the 
industry, work practices, and managerial attitudes [81]. 

The year 2021 and the pandemic outbreak give us a vivid idea of the 
negative impacts of societal dehumanisation. With regard to perceived 
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organisational factors and dehumanising representations, a field study 
conducted in Italy during the Covid-19 outbreak among supermarket 
employees discovered a clear trace of weariness, bitterness, professional 
inefficacy, and other burnout-related negative effects [82]. 

Finally, the tendency to downplay AI’s negative consequences on 
people and organisations has increased owing to important studies on 
subjects such as dehumanisation. Given the rapid improvements in and 
rising reliance on technology, specialists in business psychology and 
organisational behaviour have begun to pay close attention to how 
technology is changing work and employment. Given that it is being 
used to investigate how people behave at work, organisational dehu
manisation has recently piqued the interest of several corporate-ethics 
scholars [83]. 

10.2.4. AI impact on employees’ well-being 
AI impacts employees’ well-being either positively or negatively. 

Promoting workforce well-being has become a central theme in an AI- 
integrated workplace. Well-being is defined as a state of being that de
velops purpose and meaning in addition to material, intellectual, 
mental, emotional, and physical prosperity. 

Many psychological fields have analysed the concept of well-being 
and its impact on human behaviour, relationships, and self- 
actualisation. The term “psychological well-being” refers to both inter- 
and intraindividual levels of positive functioning, which may encompass 
interpersonal relationships and self-referential attitudes such as a sense 
of self-worth and personal development. Subjective well-being reflects 
aspects of affective assessments of life satisfaction [84]. 

Researchers have identified the important difficulties associated 
with the new issue that has emerged regarding the investigation of the 
interactions between AI and social welfare and employee well-being. 
The creation and implementation of well-being surveys to evaluate the 
effects of AI, along with a focus on the successful implementation of 
community-based development strategies, represent the cornerstones of 
research for researchers developing AI-based methods to maintain or 
enhance societal well-being. Some theories contend that AI improves 
productivity and fosters greater worker autonomy, innovation, and 
flexibility. According to other experts, automation may have an adverse 
effect on workers, thereby leading to a loss of purpose or job instability 
[85]. 

10.2.5. AVs—safety and acceptance concerns 
Some of the most incredible technological developments in 

computing in recent years include self-driving cars, computers that can 
recognise speech and images with accuracy, and machines that can 
outperform humans in challenging games. Creating artificially intelli
gent robots that can work independently, without supervision, and that 
can think, learn, and experience new things is one of the most exciting 
computer-science undertakings. 

Currently, the UK defines self-driving cars as those with an auto
mated lane-keeping system or self-driving technology that does not 
require driver supervision on highways. 

Driving is performed by AI, but not all people may feel secure and 
comfortable with this manner of driving. The main reason that some 
people do not want self-driving cars is because of the AI that drives 
them. Notably, 71% of people are afraid to ride in completely autono
mous vehicles. According to a poll conducted by the American Auto
mobile Association, Inc. (AAA) in 2021, three out of four Americans still 
feared fully autonomous vehicles. According to AAA, consumer 
acceptability will be aided through testing, experience, and education, 
although many people do not want these cars on the road, even if they do 
not ride them themselves [86]. 

The functions of self-driving cars with AI processors have been 
assessed in many recent studies. Road safety is challenging, owing to the 
growing global population and automotive fleets. The transition from 
human-centred vehicle operation to self-driving vehicles has had a sig
nificant impact on the evolution of automobiles. Some researchers have 

emphasised that despite their high level of attractiveness, self-driving 
cars must address privacy, energy, traffic flow, environmental issues, 
and road safety. 

The level of safety in cars has now increased owing to AI advance
ments, which enable smartphones to supply the necessary information at 
an incredibly fast rate while lowering the likelihood of human error. As 
AVs become more prevalent and persistent, the implications of their 
usage raise semi-philosophical problems regarding who is accountable 
for the errors made by AI. Potential legal loopholes in Great Britain may 
shield self-driving car users from prosecution for any transgression, even 
running a red light or engaging in reckless driving that kills someone 
[87]. 

In conclusion, even supporters of AVs acknowledge that tragic ac
cidents will undoubtedly occur. Advocate organisations assert that using 
this new technology requires making sacrifices. Some writers associate 
self-driving vehicles with what they call ‘programming killing.’ They 
explore this contradiction and show how we fail to perceive the prob
lems we are currently facing owing to our overly enthusiastic and cheery 
support for this technology. The absence of an in-depth moral analysis of 
the AV industry represents a potential threat [88]. 

11. Concluding remarks 

To address the negative societal impacts of AI while maximising its 
benefits, AI ethics must be developed consistently. AI has no cultural or 
ethical background. Data and the representation of information are al
ways required to feed an AI system. Some information, such as sex, age, 
and temperature, is simple to code and quantify. However, it is impos
sible to quantify complex emotions, beliefs, cultures, conventions, and 
values consistently. It is best for AI systems to try to maximise gains and 
reduce losses using mathematical principles because they are unable to 
process these complex concepts. To ensure sustainable growth, AI reg
ulatory awareness and technology monitoring are highly desired. 

The ongoing initiatives to create a cutting-edge technological envi
ronment must be aware of the underlying concerns related to AI ethics 
and privacy issues to fully reap the benefits of AI applications in society 
and the workplace. Inculcating human values into AI, promoting 
openness, and working together for the responsible evolution of AI are 
among the most crucial elements for preserving future societal trust in 
AI technology. Scientific research is a significant endeavour to ensure 
the prevailing accountability, safety, and ethical standards in the AI 
technology fields. 

Justifying the importance of establishing clear-cut rules for AI ap
plications requires the consideration that more than a mere concentra
tion on legislation may be anticipated. However, in regulatory and 
compliance operations, concerns about future technologies may be 
overemphasised at the expense of pressing issues regarding already- 
deployed advancements. Although technological innovation enables 
the deployment of automation within businesses, prospective job losses 
and gains should be weighed against the ethical issues that current AI 
quick implementations are increasingly facing. In terms of strategy, the 
results and long-term changes that companies and workplaces desire to 
see in the individuals, groups, or positions that have been influenced 
serve as key predictors for a positive future course of action. However, 
this promising future seems to lack new ethical norms. Therefore, it is 
necessary to continue this direction of investigation. 

Many AI ethical ideas were produced in previous years, which may 
generate contradictions and uncertainty among stakeholders regarding 
which one is preffered. Consequently, consistent revisions and collective 
scientific and international efforts must be maintained. The significant 
social influence of AI entails a growing need to adopt perfect ethical 
guidelines to ensure the steady, positive societal impact of AI. However, 
many groups that relate to various disciplines have assumed a variety of 
efforts aimed at establishing themselves as real pioneers in the arena of 
ethical guidelines for AI; thus, the scattered abundant outcome of pro
posed principles threatens to overwhelm and perplex the reader. 
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To determine the drawbacks of artificial intelligence in work and 
social environments accurately, scientifically, and without bias, it is 
necessary to have ethical controls that are widely accepted for their 
effectiveness and ability to work in a variety of environments, subject to 
improvement based on constant scientific development. AI is sometimes 
considered the most cutting-edge technology created by humans; thus, it 
must always have the potential to improve the quality of human society, 
the ability to enhance business processes, the capability to understand 
people’s behavioural preferences, and the durability to offer customised 
support when necessary. 

In summary, despite their high implementation costs, the degree to 
which AI, machine learning, and robotics will replace humans and the 
new ethical challenges that will be faced are not precisely known. AI 
may impact people’s lives as a key area of current international research 
on intelligent manufacturing and robotics. Efficient AI processes can free 
humans from various dangerous and repetitive duties while improving 
the amount of work they can complete. Additionally, it can markedly 
increase working proficiency, productivity, and creative endeavours. 

Similar to earlier automation advances, AI will raise production 
standards, labour specialisation, and the value of “human characteris
tics”, such as creativity, problem-solving, and mathematical prowess. 
Not everyone will profit equally from this, even though AI will accel
erate economic development. Despite some potential drawbacks, such as 
probable job losses, fears, and dehumanisation concerns, there is little 
proof that AI can genuinely replace people or take over control of the 
world. Because AI is the core component of computer learning, it is vital 
for the future of humanity. 

Regarding the observations that highlight the potential directions for 
further research in this field and possible applications for the informa
tion provided in this review, it is anticipated that AI will have a signif
icant social impact on sustainable development, climate change, and 
environmental concerns. According to theory, the use of advanced 
sensors will result in cleaner, less polluted, and more liveable cities. 
Significant ethical questions that necessitate in-depth study include 
privacy and surveillance, biases, and the philosophical conundrum of 
the function of human judgment. 
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A B S T R A C T

In societies around the world, the impact of artificial intelligence (AI) is being fiercely discussed. It is difficult to 
grasp AI’s influence, because AI represents a general-purpose technology, which can be applied in different 
settings. One product in which AI plays a pivotal role is social media. In this context, for instance, AI is used to 
provide people with personalized newsfeeds to prolong time spent online, which might result in addictive-like 
behavior. Many factors such as sociodemographic variables, history of psychopathology and personality traits 
have been revealed as risk factors for developing problematic social media use patterns. Yet, to our knowledge 
attitudes toward AI have not been examined in association with problematic social media use. In a sample of n =
956 social media users, we observed that positive AI attitudes were linked to overuse of social media as assessed 
with an addiction framework. The effect size of this association was stronger for males than females. Further we 
observed that this association was mediated by time spent on social media. The present study shows that positive 
AI attitudes – although well-known to be positive regarding embracing new technologies – might come with risks 
for developing addictive patterns of technology use, such as social media.

1. Introduction

At the moment of writing, more than five billion people use social 
media (Statista, 2022). Social media represents a product which heavily 
relies on artificial intelligence (AI), for instance to present users with a 
personalized newsfeed such as on Facebook or to recommend videos to 
users on platforms such as YouTube (Guha, 2021). Social media plat
forms have been designed in such a way to prolong users’ time spent 
online (Montag & Elhai, 2023; Sindermann, Montag, & Elhai, 2022). 
Consequently, people increasingly leave more digital footprints on the 
platforms, which can be exploited to gain important insights into user 
characteristics to target users with personalized ads (Matz, Kosinski, & 
Stillwell, 2017; Zarouali, Dobber, De Pauw, & de Vreese, 2020). The big 
data business model has been critiqued from various angles such as loss 
of privacy and worsening well-being (Montag & Hegelich, 2020). In the 
context of addictive behaviors, it has been debated how the design of 
social media platforms might be responsible for development of 

addictive-like social media use (Flayelle et al., 2023; Montag, Lach
mann, Herrlich, & Zweig, 2019; Montag, Thrul, & van Rooij, 2022). In 
this regard, AI plays a pivotal role, because without this technology it 
would be impossible to personalize social media (Salma et al., 2024), as 
detailed above.

In the past, several theoretical models have been developed to pre
dict who may develop problematic social media use patterns (studied 
within an addiction framework). For instance, the prominent I-PACE 
model (Brand et al., 2016, 2019), involving the Interaction of Person, 
Affect, Cognition and Execution variables, conceptualizes that among 
the Person/dispositional variables, specific sociodemographic variables 
such as age, history of psychopathology, genetics or personality might 
predict problematic social media use (PSMU). Additionally, other risk 
factors such as affective and cognitive responses, and Internet-related 
cognitive biases, play a role in influencing development or mainte
nance of PSMU. In this context we propose that AI attitudes might also 
play an important role. We believe that AI attitudes might belong to the 
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C-variable within the I-PACE model, because they could represent a 
cognitive response to the rise of this new technology.

Classic theories such as the Theory of Planned Behavior (TPB) 
(Ajzen, 1991) or Technology Acceptance Model (TAM) (Venkatesh & 
Davis, 2000) put forward the proposal that a positive attitude toward 
technology is an important prerequisite to use a technology. These 
theories and the proposals have been recently transferred to AI use 
(Montag & Ali, 2025b). Positive AI attitudes therefore might be seen as 
something promising, because they might help people embrace new 
technologies, making them more productive in everyday life tasks. On 
the other hand, such positive AI attitudes might result in overreliance on 
AI technologies or overuse tendencies (see recent works on overreliance 
on AI; Buçinca et al., 2021; Klingbeil et al., 2024). As social media 
represents a product strongly relying on AI, we were interested in un
derstanding if positive AI attitudes link to PSMU severity. For reasons of 
completeness, we also investigated negative AI attitudes with PSMU, 
where inverse associations were expected. A further reflection on the 
hypotheses is necessary: Social media represents a product where AI is 
built-in, which users may not necessarily be aware of. Hence the ques
tion arises – also in light of TPB and TAM – whether users with more 
positive AI attitudes actively choose social media use (or develop 
excessive social media use) due to its AI character or if this happens due 
to being in general more tech-savvy. This is something we will reflect on 
deeper in the discussion.

2. Methods

2.1. On the investigated sample

The sample here was already described in Montag et al. (2023) and 
analyzed regarding associations between PSMU, meaning in life and fear 
of missing out. The larger dataset also included additional variables, 
which allowed investigation of other research questions such as trusting 
AI (Montag et al., 2024) and an investigation of links between Shinrin- 
Yoku and life satisfaction (Montag, 2024). These projects were all pre
registered. For the present work, we included PSMU as investigated in 
Montag et al. (2023) and Attitudes toward AI (ATAI) as investigated by 
Montag, Becker & Li (Montag et al., 2024). Please note that the papers 
differ slightly regarding the final sample sizes due to slightly different 
data cleaning steps from adding measures. For the present paper please 
see the data cleaning steps in the next section. The present paper in
vestigates, for the first time, associations between attitudes toward AI 
and PSMU, which has not been done in the above mentioned papers in 
this section.

2.2. Data cleaning

An initial sample of 1151 participants was recruited via Bilendi 
GmbH (a company supporting scientists in conducting online surveys). 
The company was asked to recruit a population sample with about the 
same number of male and female participants with a large age-range (to 
not rely on typically available student samples). After excluding par
ticipants who did not answer the survey without interruptions, partici
pants reporting a third gender (unfortunately underrepresented), not 
providing full consent, failing an attention item, or not being competent 
in the German language, we ended up with 1082 participants. Please 
note that we refrained from doing careless responding analysis on 
measures not relevant to the present paper. Beyond the paper by Montag 
et al. (2023) we also investigated time spent on social media. Those who 
reported spending more than 16 h a day on social media (personal and 
work combined) were excluded as outliers. We further checked for 
missing data or computation errors, which led to a final sample of n =
1048 participants (523 males, 525 females; mean-age: 45,0, SD = 14,4). 
Education level was as follows (for precision, German words are used): 
without school = 0.2 %, Volks-/Hauptschulabschluss (Primary/Sec
ondary School Certificate): 7.8 %, Mittlere Reife (Intermediate School 

Certificate): 28.6 %, Fachabitur (Advanced Technical College Entrance 
Qualification): 7.3 %, Abitur (General University Entrance Qualifica
tion): 20.2 %, Fachhochschulabschluss (Advanced Technical College 
Degree): 12.5 %, Hochschulabschluss (university degree): 23.4 %. The 
education degrees are presented in ascending order. Please note that the 
final sample of social media users differs from our earlier work on PSMU 
(stemming from the same data set; Montag et al., 2023): 955 vs. 956 
participants given a slightly different data cleaning approach.

The study was approved by the ethics committee at Ulm University, 
Ulm, Germany.

2.3. Questionnaires

The German and English versions of the ATAI each consist of five 
items, here answered via a five-point Likert scale ranging from “1 =
strongly disagree” to “5 = strongly agree” (Sindermann et al., 2021). 
Two items form the acceptance of AI scale (α = 0.77, ω = 0.77), and 
three items form the fear of AI scale (α = 0.77, ω = 0.78). The two 
acceptance items are: “I trust artificial intelligence” and “Artificial in
telligence will benefit humankind”. The three fear items are: “I fear 
artificial intelligence”, “Artificial intelligence will destroy humankind” 
and “Artificial intelligence will cause many job losses”. Higher scores 
indicate greater acceptance of AI or greater fear of AI, respectively.

In addition, two single items were investigated, allowing us to obtain 
insights into global AI attitudes. These items included “I have a positive 
attitude toward AI” and “I have a negative attitude toward AI.” These 
items are also answered via a five-point Likert scale ranging from “1 =
strongly disagree” to “5 = strongly agree”. The items have been vali
dated recently (Montag, Schulz, et al., 2025; Montag & Ali, 2025a; 
Naiseh et al., 2025).

Social media use and PSMU were assessed as follows: First, partici
pants were asked if they use social media (original wording translated 
from the German item: “I use social media. This includes platforms such 
as Facebook, Instagram, TikTok, YouTube, LinkedIn, Snapchat, as well 
as messaging apps like WhatsApp, Signal, or Telegram.”; yes = 956 / no 
= 92). If reporting use of social media, they were subsequently asked 
about the use for personal and work purposes in minutes per day 
(average estimates). Finally, they completed the Social Networking Sites 
– Addiction Test (SNS-AT) consisting of six items answered on a five- 
point Likert scale ranging from “1 = strongly disagree” to “5 =
strongly agree” (Montag et al., 2023). The SNS-AT assesses individual 
differences in PSMU tendencies, with higher scores indicating greater 
tendencies. Internal consistency for the SNS-AT was as follows: α = 0.89, 
ω = 0.89.

2.4. Statistical Analyses

Data cleaning was conducted with SPSS 30.0.0.0. The next statistical 
analyses were computed with the Jamovi package 2.3.28.0. Descriptive 
statistics were produced first, which were followed by t-tests providing 
insights into associations between social media use (yes/no) and atti
tudes toward AI. Also t-tests/Mann-Whitney U tests were computed to 
assess gender effects based on the smaller sample of social media users. 
For this investigation we used Julius.ai to find a (near) perfect match for 
the n = 92 participants reporting to not use social media regarding the 
variables of gender, age and education (in the following order of 
importance in the matching process). The samples are comparable 
regarding gender (each sample including 54 males and 38 females), near 
identical regarding age (non-users: M = 53,05, SD = 12,56 vs. users: M =
53,04, SD = 12,55; t(182) = 0,006, p = 0.995) and education (Chi2 =

4.60, df = 5, p = 0.47). This strategy was chosen in order to avoid testing 
a small sample such as 92 vs. 956 participants.

Further, correlations between all variables of interest are presented 
in a next step for the male and female subsamples of social media users. 
Here we focused on Spearman correlations due to the skewed distribu
tion of several variables. Finally, within this slightly smaller social 
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media use sample (males plus females), a mediation model is presented 
(using Mplus 8.11 software) investigating associations between positive 
AI attitudes (predictor variable) and PSMU (outcome variable) with time 
spent on social media (personal + work time) being a mediator. We used 
maximum likelihood estimation for mediation, using the Delta method 
to compute cross-products of direct path coefficients with 1000 non- 
parametric bootstrapped replications; we present standardized 
(STDYX) coefficients. Predictor and outcome terms do not imply cau
sality here.

3. Results

First, we present descriptive statistics for AI attitudes, social media 
use and problematic use in Table 1. The social media variables used the 
smaller sample of social media users. All descriptive statistics are also 
presented for the male and female subsamples in Table 2 (given several 
gender differences being backed up by S-Table 1 via t-tests and Mann- 
Whitney U tests in the supplementary material; some variables had 
skewed distributions so we provide insights using both parametric and 
non-parametric tests).

Second, we investigated if using social media (yes/no) was associ
ated with differences in AI attitudes. We investigated this question in 
social media and non-social-media users being matched regarding 
sociodemographics as reported in the statistical analyses section. Among 
others it could be observed that users of social media had greater posi
tive AI attitudes than those not using social media (ATAI +: t(182) = 3.34, 
p < 0.001, M = 6,10 (SD = 1,52) vs. M = 5,29 (SD = 1,74), Cohen’s d =
0.492; single item AI +: t(182) = 3.96, p < 0.001, M = 3,20 (SD = 0,91) 
vs. M = 2,65 (SD = 0,95), Cohen’s d = 0.585).

Among users of social media, we further investigated how AI atti
tudes would be linked to time spent on social media and PSMU ten
dencies. Given the effects of gender on some of the variables, we present 
correlation patterns for males and females separately (Tables 3 and 4). 
For both genders we observed that the acceptance of AI scale and single 
item positive AI attitude measure were positively linked to both time- 
spent on social media and PSMU scores. Associations between positive 
AI attitudes and PSMU were in the small to moderate range for males 
and in the very mild area for females. The negative AI attitudes scales 
showed no robust associations with social media use or PSMU (but see a 
small positive association in the male subsample for the ATAI − ). Please 
note that we report here correlations controlled for age. The correlation 
tables not controlled for age can be found in the supplementary material
(see S-Table 2 and S-Table 3).

Basing on the correlational analysis, we prepared an example of a 
mediation model suggesting that the association between more positive 
AI attitudes (ATAI +: acceptance of AI) and greater PSMU tendencies is 
mediated by time spent on social media (combined personal and busi
ness time). This model was based on the idea that AI attitudes (positive) 
could result in prolonged use time on social media which might conse
quently result in addictive social media tendencies. Also, alternative 
sequences of variables are possible of course, given the cross-sectional 
nature of the dataset. Next, we conducted a slight revision of this 
model, adding paths from age and gender (as covariates) to PSMU, 
finding that even with age and gender variables, the indirect/mediation 

effect was still significant (see Table 5 and Table 6).

4. Discussion

The present study investigated associations between global AI atti
tudes and both social media use and overuse. We discovered that posi
tive AI attitudes were linked with using social media (yes vs. no) and to 
higher PSMU scores. These findings could provide evidence that more 
positive AI attitudes might be a risk factor for developing greater PSMU 
levels (but causality cannot be inferred from the present data). Social 
media itself relies heavily on AI technology explaining why this link 
could be established. Interestingly, negative AI attitudes showed less 
robust associations with social media use patterns. This was not ex
pected, but is in line with prior observations that acceptance of AI might 
be more important to understand why people embrace AI technology in 
contrast to the role of fearing AI (Sindermann et al., 2021).

The findings observed here therefore not only underline that positive 
AI attitudes are associated with PSMU, but also that it is meaningful to 
distinguish between positive and negative AI attitudes (hence not 
thinking of the constructs as one dimension with two poles). This finding 
needs to be tested in the future by applying further AI attitude in
ventories and also focusing more on the role of negative AI attitudes. 
Here we would also not be surprised to see positive associations with 
PSMU (in contrast to our initial hypothesis), perhaps due to the link of 
negative emotions being part of both constructs (and perhaps those 
fearing AI might want to escape their negative emotions by excessively 
checking social media). But this is something we have only seen in the 
male subsample (small effect size of about .10). Other inventories to be 
tested are for instance the ATTARI-12, which has been put forward as a 
one-dimensional attitude towards AI scale (Stein, Messingschlager, 
Gnambs, Hutmacher, & Appel, 2024), which could also be investigated 
regarding potential links with PSMU (and then contrasted with the 
present findings). For a further discussion on AI attitude measures, see a 
recent chapter providing a good overview (Schepman & Rodway, 2025). 
Further research options of course would be the longitudinal investi
gation of AI attitudes and PSMU to shed light on the question of whether 
positive AI attitudes indeed might be a risk factor for developing PSMU.

Another point to reflect on has been mentioned shortly at the end of 
the introduction. Although social media relies heavily on artificial in
telligence technology, people not necessarily might be aware of it. When 
interacting with a large language model such as ChatGPT, a person 
actively starts to use an AI agent to obtain information. On a social 
media platform, you might simply log on and browse and indirectly rely 
on what the AI recommends to you. Hence, it is unclear if PSMU is 
indeed linked to positive AI attitudes or perhaps a construct such as 
general tech-savviness overlapping with such positive attitudes. There
fore, also the question arises, if a positive attitude toward AI is not only 
linked to PSMU, but also to other problematic online behaviors. Hence, 
the question can be posed if having a positive AI attitude and being more 
tech-savvy makes a person more vulnerable to overuse technologies in 
general (e.g. developing generalized problematic Internet use behaviors; 
Davis, 2001). But it could also be the case that positive AI attitudes map 
more onto specific problematic online behaviors, in particular if certain 
platforms in the area of gaming/gambling/shopping, etc. would rely 

Table 1 
Descriptive statistics of the complete sample.

N Missing Mean Median SD Minimum Maximum

Accepting AI (ATAI + ) 1048 0 6.19 6.00 1.755 2 10
Fear of AI (ATAI − ) 1048 0 8.20 8.00 2.690 3 15
Single item: AI + 1048 0 3.14 3.00 0.996 1 5
Single item: AI − 1048 0 2.76 3.00 1.120 1 5
SNS − AT 956 92 13.04 12.00 5.613 6.00 30.0
TSSM 956 92 170.59 120.00 169.944 0.00 920.0

ATAI: Attitudes for AI scale with acceptance (ATAI + ) and fear (ATAI − ) subscales; Single item framework: AI attitudes positive (AI + ) and negative (AI − ) with one 
item each; SNS-AT: Social Networking Sites-Addiction Test; TSSM: Time spent on social media (aggregate of personal and business time per day in minutes).
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more on AI-technology than others. As briefly mentioned, awareness of 
the degree of AI being used in these different online environments might 
have an influence on the association strength between positive AI atti
tudes and a certain problematic online behavior, for instance that people 
are more willing to use a videogame, which is AI empowered, when they 
really have a positive view on AI. This said, we might also see bidirec
tional effects here: more positive attitudes towards AI might result in 
more (excessive) AI technology use and the positive experience made 
with the AI technology might further shape the attitudes towards AI. AI 

Table 2 
Descriptives statistics for male and female social media users under investigation.

Gender N Missing Mean Median SD Minimum Maximum

Accepting AI (ATAI + ) Male 469 0 6.52 6 1.822 2 10
​ Female 487 0 6.03 6 1.612 2 10
Fear of AI (ATAI − ) Male 469 0 7.73 8 2.617 3 15
​ Female 487 0 8.55 9 2.701 3 15
Single item (AI + ) Male 469 0 3.35 3 0.992 1 5
​ Female 487 0 3.04 3 0.959 1 5
Single item (AI − ) Male 469 0 2.62 3 1.140 1 5
​ Female 487 0 2.82 3 1.086 1 5
SNS-AT Male 469 0 13.59 13.0 6.067 6.00 30.0
​ Female 487 0 12.50 12.0 5.088 6.00 30.0
TSSM Male 469 0 165.73 90.0 174.202 2.00 920.0
​ Female 487 0 175.26 120.0 165.786 0.00 900.0
Age Male 469 0 45.49 44.0 13.519 19.00 83.0
​ Female 487 0 43.00 42.0 14.886 18.00 73.0

ATAI: Attitudes for AI scale with acceptance (ATAI + ) and fear (ATAI − ) subscales; Single item framework: AI attitudes positive (AI + ) and negative (AI − ) with one 
item each; SNS-AT: Social Networking Sites-Addiction Test; TSSM: Time spent on social media (aggregate of personal and business time per day in minutes).

Table 3 
Spearman correlations for male social media users (controlling for age).

ATAIþ ATAI- Single item: AI þ Single item: AI ¡ TSSM SNS-AT

Acceptance of AI ​ ​ ​ ​ ​ ​ ​
(ATAI + ) Spearman’s rho — ​ ​ ​ ​ ​
​ p-value — ​ ​ ​ ​ ​
Fearing AI ​ ​ ​ ​ ​ ​ ​
(ATAI − ) Spearman’s rho − 0.502 — ​ ​ ​ ​
​ p-value <.001 — ​ ​ ​ ​
Single item: AI + Spearman’s rho 0.704 − 0.480 — ​ ​ ​
​ p-value <.001 <.001 — ​ ​ ​
Single item: AI − Spearman’s rho − 0.499 0.614 − 0.574 — ​ ​
​ p-value <.001 <.001 <.001 — ​ ​
TSSM Spearman’s rho 0.135 − 0.005 0.136 − 0.045 — ​
​ p-value 0.003 0.913 0.003 0.330 — ​
SNS-AT Spearman’s rho 0.266 0.107 0.270 − 0.009 0.351 —
​ p-value <.001 0.020 <.001 0.848 <.001 —

Note. controlling for ’age’.
ATAI: Attitudes for AI scale with acceptance (ATAI + ) and fear (ATAI − ) subscales; Single item framework: AI attitudes positive (AI + ) and negative (AI − ) with one 
item each; SNS-AT: Social Networking Sites-Addiction Test; TSSM: Time spent on social media (aggregate of personal and business time per day in minutes).

Table 4 
Spearman correlations for female social media users (controlling for age).

ATAI þ ATAI ¡ Single item: AIþ Single item: AI ¡ TSSM SNS-AT

Acceptance of AI (ATAI + ) Spearman’s rho — ​ ​ ​ ​ ​
​ p-value — ​ ​ ​ ​ ​
Fear of AI (ATAI − ) Spearman’s rho − 0.531 — ​ ​ ​ ​
​ p-value <.001 — ​ ​ ​ ​
Single item: AI + Spearman’s rho 0.725 − 0.619 — ​ ​ ​
​ p-value <.001 <.001 — ​ ​ ​
Single item: AI − Spearman’s rho − 0.641 0.691 − 0.786 — ​ ​
​ p-value <.001 <.001 <.001 — ​ ​
TSSM Spearman’s rho 0.089 − 0.071 0.104 − 0.128 — ​
​ p-value 0.049 0.116 0.022 0.005 — ​
SNS-AT Spearman’s rho 0.118 0.023 0.105 − 0.024 0.294 —
​ p-value 0.009 0.610 0.021 0.590 <.001 —

Note. controlling for ’age’.
ATAI: Attitudes for AI scale with acceptance (ATAI + ) and fear (ATAI − ) subscales; Single item framework: AI attitudes positive (AI + ) and negative (AI − ) with one 
item each; SNS-AT: Social Networking Sites-Addiction Test; TSSM: Time spent on social media (aggregate of personal and business time per day in minutes).

Table 5 
Standardized Mediation Estimates (adding age and gender covariates).

95 % Confidence Interval
Effect Label Estimate SE Lower Upper Z p

Indirect a × b 0.031 0.010 0.015 0.048 3.144 0.002

Note: Table 6 outlines the lettered labels in terms of how the products of path 
coefficients were computed.
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being built into products such as videogames (Tang et al., 2020) could 
lead to more immersion and longer play time, hence shaping user 
behavior of a platform. How AI in its many forms will be able to shape 
human behavior toward more compulsive or impulsive use of technol
ogy (as an example) is up to further discussion. With the present data, we 
unfortunately cannot further shed light on several of the here mentioned 
issues, but want to point to such an interesting future research endeavor.

We further mention that the association between positive AI atti
tudes and PSMU severity was stronger in males than females. The 
separate analysis for males and females is important, because we 
detected gender effects, with males having more positive AI attitudes 
than females (see supplementary material). If positive AI attitudes will 
be carved out in the future as a risk factor for PSMU, it could be the case 
that males – being in particular open to new technologies – might more 
easily develop PSMU tendencies. In any case, it will be important to 
further take into account gender in the near future in this line of 
research.

Although the present work cannot prove that positive AI attitudes are 
causally linked to PSMU, the question arises, if use of artificial intelli
gence in digital products might alter products in such a way that they are 
getting more immersive (Montag, Yang, et al., 2025) and that certain 
user groups (here characterized by more positive AI attitudes) might in 
particular be drawn into longer use or show more addictive-like use. The 
latter also makes an interesting research question, namely if AI being 
built into a product such as social media simply results in prolonged use 
or pathological use of a product. Insights from such research for sure will 
also raise ethical concerns. Past research suggests that certain person
ality tendencies indeed might be more responsive to platform design 
(whereas AI can be also seen as such a feature; Sindermann, Montag, & 
Elhai, 2022). In this context, a controversial question arises when 
thinking of AI being used in a very critical area of social media, namely 
personalization of content or use of recommendation engines (Guha, 
2021; Salma et al., 2024). AI can be seen as very helpful, because it 
selects for the user from millions of content pieces with a high chance of 
choosing those which might be most interesting (derived from the study 
of digital footprints left behind). This reduces cognitive burden on the 
user’s side, but might also result in filter bubbles (Pariser, 2011). For the 
users this kind of personalization might also dramatically increase 
engagement with the platform and online time – fostering PSMU. 
Therefore, there is a fine line between using AI for reducing cognitive 
burden and providing a meaningful service and on the other hand 
escalating online time, which is at the heart of the data business model 
(Montag & Elhai, 2023).

Although we did not study ChatGPT addiction in the present work, 
we want to reflect on this topic in the context of our studied AI attitudes 
(which obviously is a very different construct). Recent discussion around 
the concept of ChatGPT addiction arose (Lin & Chien, 2024; Yankous
kaya, Liebherr, & Ali, 2025), when a number of researchers started to 
investigate addictive use of ChatGPT. It is important to note, that so far 
the literature does not make a compelling case for use of the addiction 
term in this context and the danger of over-pathologizing behavior is a 
valid concern (Ciudad-Fernández et al., 2025). We believe that at the 
moment over-reliance on AI and the forming of parasocial relationships 
with LLMs such as character.ai, where the user bonds with a fictional (or 
celebrity) character, might be more relevant issues to be discussed 

around the intense use of LLMs (Montag et al., 2025). But an under
standing of how addictive behaviors towards LLMs (again we are hesi
tant to use the term ChatGPT Addiction, etc.) might link to other 
established addictive behaviors can be interesting (and here also the link 
to AI attitudes could be studied again). We explicitly mention that this is 
not the research question of the present paper, because here we inves
tigated the non-clinical construct of positive attitudes toward AI, 
whereas positive views on technology in the literature are well- 
established to help people embrace technology (with benevolent tech
nology, this is something good). The controversy from the present data 
arises by also highlighting potential negative effects of such a positive 
view.

The present work comes with several limitations. The cross-sectional 
character prevents us from confidently inferring causality between the 
variables. Second, the work relies on self-report methodology including 
the usual problems such as lack of introspection, response bias, etc. 
Third, we used global measures of AI attitudes, whereas it might be more 
meaningful to investigate AI attitudes in a finer grained manner, such as 
attitudes toward AI within social media products (and here also asking 
study participants about their awareness of AI being built into social 
media). Recent research suggests that global AI attitudes have predictive 
power for use in specific areas though (Montag & Ali, 2025a; Sinder
mann et al., 2021). Fourth, the present work showed that age plays a role 
to understand associations between AI attitudes and PSMU and the 
present sample was relatively old (referring to the mean of the sample). 
As younger people might be more tech-interested or more open to use AI 
technology, this needs to be further investigated. Finally, future research 
should also consider investigating which social media AI elements 
people interact with, and to what extent.

In conclusion, the present work shows that AI attitudes might be 
relevant to understanding PSMU. However, the present research is 
exploratory and should only be seen as a first approach to understanding 
this area. Replication of the present findings will be needed.
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Table 6 
Standardized Path Estimates (adding age and gender covariates).

95 % Confidence Interval
Label Estimate SE Lower Upper Z p

ATAI + → TSSM a 0.121 0.035 0.063 0.178 3.443 0.001 ​
TSSM → SNS-AT b 0.261 0.029 0.212 0.309 8.82 0<.001 ​
ATAI + → SNS-AT c 0.205 0.031 0.153 0.256 6.511 0<.001 ​
Age → SNS-AT d − 0.336 0.027 − 0.381 − 0.291 − 12.264 0<.001 ​
Gender → SNS-AT e − 0.215 0.055 − 0.306 − 0.123 − 3.868 0<.001 ​

ATAI +: Acceptance of AI; TSSM: Time spent on social media (aggregate of personal and business time per day in minutes).
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Abstract In this paper, we examine the wide-ranging impact of artificial intelligence on society, focusing
on its potential to both help and harm global equity, cognitive abilities, and economic stability. We argue
that while artificial intelligence offers significant opportunities for progress in areas like healthcare, edu-
cation, and scientific research, its rapid growth—mainly driven by private companies—may worsen global
inequalities, increase dependence on automated systems for cognitive tasks, and disrupt established eco-
nomic paradigms. We emphasize the critical need for strong governance and ethical guidelines to tackle
these issues, urging the academic community to actively participate in creating policies that ensure the
benefits of artificial intelligence are shared fairly and its risks are managed effectively.

1 Introduction

Artificial intelligence1 (AI) is transforming the way we live. The impact of AI represents a rapid and transformative
shift in society, comparable only to some of the most remarkable milestones in human history, such as the discovery
of fire, the Industrial Revolution, or the invention of the automobile. Today, society is facing the rapid rise of AI,
which—like a massive tsunami—is permeating every aspect of life. From sophisticated reinforcement learning
algorithms that master chess and other games [2] to AI-driven coding assistants [3] and large language models
(LLMs) like ChatGPT [4] or DeepSeek [5], these innovations not only empower individuals to learn and innovate
but also help build a more inclusive, interconnected global community.

However, every technological leap brings not only opportunities but also risks and unforeseen consequences.
Human progress often comes with unintended side effects, such as climate change [6] and plastic pollution [7],
and a significant portion of modern spending goes toward mitigating these risks inherent in our technologically
interconnected society [8]. Our growing dependence on AI-driven systems—whether in energy distribution, trans-
portation, or healthcare—can amplify the effects of any failure [9]. In this context, the failure of any AI-driven
decision-making process can trigger cascading disruptions similar to those observed in traditional infrastructural
breakdowns [10, 11]. These and many other AI-driven developments illustrate that the transformative power of
AI encompasses both remarkable opportunities and considerable challenges, making it essential to approach its
governance and integration thoughtfully [12, 13].

This paper examines the duality of AI’s impact—its potential benefits versus its risks. We aim to focus on the
less-discussed aspects—specifically, the short- and long-term effects AI could have on humanity. We first examine
the unintended consequences of technology, drawing lessons from historical advancements. Next, we discuss the

a e-mail: guy.paic@cern.ch
b e-mail: lserkin@ciencias.unam.mx (corresponding author)
1For the purposes of this paper, we will adopt the latest definition of AI from the Organization for Economic Cooperation

and Development (OECD), which states [1]: “An AI system is a machine-based system that, for explicit or implicit objectives,
infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that
can influence physical or virtual environments. Different AI systems vary in their levels of autonomy and adaptiveness after
deployment”.
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need for governance and regulation, followed by an in-depth analysis of AI’s dangers, particularly in job markets
and economic inequality. We then explore AI’s impact on healthcare, addressing both its benefits and ethical
risks, before discussing the cognitive costs of AI, including dependency and skill erosion. Finally, we conclude by
emphasizing the role of the academic community in shaping AI’s future.

2 Collateral damage and effective governance

Nowhere is the balance between technological progress and unintended harm more evident than in the widespread
use of automobiles. While cars have revolutionized transportation and global connectivity, they also come with
significant risks—more than a million people lose their lives in traffic accidents each year [14]. However, this risk
is not uniform across different regions of the world. As seen in Table 1, geographic areas with stronger regulatory
frameworks, such as vehicle safety standards, speed limits, and well-maintained infrastructure, report significantly
lower fatality rates compared to those with weaker enforcement mechanisms [15].

Beyond immediate fatalities caused by car accidents, the long-term consequences of increased car usage extend
to rising obesity rates and elevated risks of cardiovascular disease and mortality [16, 17]. This so-called collateral
damage, however, is not an unavoidable consequence of technological advancement; rather, it is a governance
challenge requiring effective policy intervention to mitigate harm [18].

A similar governance approach is necessary for AI—without clear oversight, AI could introduce new vulnerabil-
ities, such as algorithmic bias, security threats, and unintended social consequences. As seen in the case of road
safety, regions that implement strong regulations experience fewer negative consequences, reinforcing the need for
proactive AI governance to ensure that technological progress benefits society while minimizing risks [19].

This idea goes hand in hand with the growing movement within civil society to highlight the various risks
associated with AI and to urge policymakers to address these concerns. The goal is to ensure that these risks are
mitigated with the guidance of both the scientific community and the public [20].

Historically, many groundbreaking innovations were the result of collaborations among public institutions, uni-
versities, and state-sponsored research initiatives [21]. However, in recent decades, especially in the field of digital
technologies and AI, private companies have emerged as the primary drivers of transformative innovations, often
operating with minimal direct societal oversight [22, 23].

This shift contrasts with the approach taken by the European Organization for Nuclear Research (CERN)
regarding the World Wide Web. In 1993, rather than patent or privatize the web’s source code, CERN released it
freely to the public [24]. This act ensured that the web would remain an open platform for global innovation and
collaboration, free from proprietary restrictions. By adopting this open approach, CERN enabled the explosive
growth of the internet, creating countless opportunities for businesses, education, and communication across the
globe, a legacy that contrasts with today’s more closed, profit-driven models of technological development.

Given AI’s profound societal impact, adopting a similar multinational, nonprofit-driven approach to its devel-
opment could help ensure its benefits are equitably shared. Promoting global collaboration within an open frame-
work—rather than leaving AI’s trajectory solely in the hands of private interests—could lead to more ethical,
transparent, and broadly beneficial technological advancements.

Table 1 Estimated road
traffic deaths data in 2019
by region, data taken from
Ref. [14]

Region Estimated road traffic death rate Estimated number

(per 100,000 population) of road traffic deaths

Global 16.7 1,282,150

Africa 27.2 297,087

Eastern Mediterranean 17.8 126,958

Western Pacific 16.4 317,393

Southeast Asia 15.8 317,069

Americas 15.3 154,780

Europe 7.4 68,863
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3 AI’s dual impact

There is no doubt that AI offers significant benefits. As the OECD states, “AI holds the potential to address
complex challenges, from enhancing education and improving healthcare to driving scientific innovation and climate
action” [25]. However, the risks associated with AI should not be underestimated.

The existential risks posed by AI, particularly the loss of millions of jobs, have been highlighted by various
experts—around 40% of all working hours could be impacted by AI LLMs such as ChatGPT-4 [26]. If not properly
controlled, AI could widen existing inequalities and reshape entire industries, potentially leaving many workers
without meaningful employment [27, 28]. This situation brings to mind an anecdote of a United Nations expert
observing a peasant ploughing his field with a donkey: “We will give you a tractor to plough your piece of land in
two hours instead of you ploughing your field in a whole day.” The peasant’s reply was quick: “Well, what would
my donkey and I do for the rest of the day?”

The potential job losses due to AI, even with compensation, have not been fully addressed by governments, and
the psychological impact could be significant. As societies become increasingly dependent on AI-driven systems and
digital communication, we are already witnessing broader social changes, particularly in rural communities [29].
Economic shifts and urban migration have contributed to the decline of traditional social spaces, such as village
cafés, which once served as key hubs of local interaction. While modern communication tools provide new ways
to stay connected, they do not fully replace in-person social interactions, which remain essential for community
cohesion and mental well-being [30].

Beyond its impact on labor markets and social structures, AI is also reshaping critical sectors such as healthcare.
There is clear evidence that AI holds immense potential to revolutionize medical diagnostics, enhance treatment
strategies, and support healthcare professionals in delivering more precise and efficient care. However, despite
these advancements, concerns persist regarding the ethical implications and unintended consequences of AI-driven
healthcare tools. The World Health Organization (WHO) urges caution in the use of AI tools, particularly LLMs,
to ensure they promote human well-being, safety, and autonomy while safeguarding public health [31].

One of the most concerning dangers in using AI-driven innovations is its potential to worsen racial, gender,
and geographic disparities in healthcare. This is because bias is often embedded in the data used to train AI
models, which can lead to unequal treatment and outcomes for different groups of people [32]. This presents an
additional challenge for less-developed countries, which must ensure the collection, privacy, and secure storage of
large, representative datasets [33].

Currently, WHO supports the responsible use of AI to benefit healthcare professionals, patients, and researchers.
However, they emphasize the need for ethical guidelines and appropriate governance, as outlined in the WHO’s
guidance on AI ethics in healthcare [34]. This also reinforces our perspective: the same level of careful scrutiny
applied to other new technologies must also be consistently applied to LLMs.

4 Cognitive cost

The application of AI and its derivatives requires both human and industrial resources. Just as with traffic-related
hidden damages mentioned earlier, there are several important aspects of AI development that we would like to
address.

First, there is the risk of widening the “digital divide” between the most developed nations and those that are
moderately developed or entirely disadvantaged. AI’s immense power and water demands are already proving to
be a challenge, even for advanced economies [35, 36]. According to studies from the International Monetary Fund
(IMF), the computational power required to sustain AI development is growing rapidly, with the potential to
consume as much energy as entire countries in the near future [37].

This raises critical questions about whether smaller countries, lacking the necessary infrastructure to support
such large power demands, will ever be able to participate in AI development at that scale [38]. The real concern
is whether AI will become a powerful tool controlled by a small number of countries, much like nuclear weapons
or rocket technology [39]. The IMF’s conclusion is clear: “Emerging market and developing economies should
prioritize developing digital infrastructure and digital skills” [37].

To prevent technological competition from leading to unnecessary environmental sacrifices, there is an urgent
need for collaborative governance that establishes binding international standards. Cooperation between govern-
ments and technology companies can enable the sustainable development of AI, ensuring that climate goals are
protected without suppressing innovation [40].

On the positive side, empirical and historical analyses indicate that, although many technological breakthroughs
originate in advanced economies, such innovations have often acted as catalysts for accelerated socio-economic
convergence in developing regions—a phenomenon extensively documented in studies on technological diffusion
and socio-economic progress [41].
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Second, we must consider the long-term effects of AI on human cognitive abilities. While AI is intended to relieve
humanity of many mental tasks, it is unclear whether this will be a benefit in the long run. Younger generations are
already shifting their reliance on cognitive skills. Tasks like memorizing phone numbers, solving maths problems,
or even learning new languages are becoming obsolete with the rise of mobile phones and AI-powered translators
[42, 43].

Finally, what happens if, for some reason, access to AI systems is lost? At present, people still possess the skills
to revert to pre-AI methods, much like pilots who are instructed to override AI systems if they do not understand
its actions [44]. However, as we mentioned earlier, excessive reliance on AI could gradually erode human cognitive
skills [45, 46]. To ensure resilience, it is crucial to preserve our ability to think critically, adapt, and function
independently of AI—both in everyday life and in times of crisis.

5 Conclusion: our role as the academic community

The academic community plays a crucial role in shaping the development and responsible oversight of AI, guiding
its future use in ways that benefit society while addressing its risks. Universities and research institutions are at
the forefront of AI development, carrying the unique responsibility of applying AI in a controlled and informed
manner.

To achieve this, academia should lead the way in exploring potential risks posed by AI, such as job displacement,
privacy concerns, health, and ethical challenges. One of academia’s key roles is sharing knowledge, particularly
about the dangers and potential misuse of AI. With their technical expertise, academics are well-positioned to
provide guidance on the legislative and political actions needed to regulate AI effectively [47].

Finally, since AI is a global phenomenon, academic institutions worldwide should collaborate to establish inter-
national standards for its governance, helping to ensure AI does not deepen inequalities or contribute to geopolitical
tensions. By implementing these strategic measures, the academic community can actively guide AI development
to ensure it remains both innovative and ethically responsible.
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The burgeoning field of artificial intelligence for social impact (AI4SI) represents 
a significant evolution in artificial intelligence, prioritizing measurable positive 
impact for vulnerable and under-resourced populations. This article examines the 
historical context and recent surge in AI4SI, driven by technological advancements 
and a growing awareness of societal challenges. It highlights the crucial role 
of interdisciplinary collaboration, ethical considerations, and the potential of 
emerging AI trends in addressing issues such as poverty, health, and environmental 
sustainability. Furthermore, the article delves into key research questions and 
challenges facing the field, including the need for contextually relevant AI design, 
overcoming data limitations, ensuring scalable and sustainable deployments 
in resource-constrained environments, and establishing robust evaluation 
frameworks. Realizing the full potential of AI to address pressing societal needs 
in the coming decade and beyond will hinge on effectively navigating these 
challenges and fostering a deeply impact-driven approach to research and 
development.

A rtificial intelligence for social impact (AI4SI) is 
a subdiscipline of AI research where measur-
able societal impact, particularly for vulnera-

ble and under-resourced groups, is a primary objec-
tive, focusing on areas that have historically lacked 
sufficient AI research and development.a Unlike tra-
ditional AI research, which often prioritizes meth-
odological advancements, AI4SI places direct social 
impact as a primary objective. It addresses problems 

aThis subfield is sometimes referred to also as “AI for social 
good,” but we will use the term AI for social impact, as it 
seems more popular in academic settings.

that have historically lacked sufficient attention in  
AI research, aiming to bridge the gap between AI 
capabilities and real-world societal challenges in 
areas such as poverty, agriculture, public health, 
and environmental conservation. AI4SI is also tied 
to United Nations Sustainable Development Goals 
(SDGs)—the adoption of United Nations SDGs has 
shaped the AI for social impact agenda in the past 
decade.1 The goal is to create impactful solutions 
tailored to real-world problems, often in resource- 
constrained environments.

Because of its focus on impact, AI4SI research ne-
cessitates deep engagement with domain experts and 
community members to identify relevant problems, 
design effective interventions, and rigorously evaluate 
them. Most of the AI4SI research is interdisciplinary, 
as it emphasizes the importance of understanding 
and addressing the specific needs of targeted com-
munities and domains. For example, in a project that 
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develops AI methods for a public-facing maternal 
health program, it is necessary that the AI team works 
with experts in maternal health and social work as well 
as stakeholders who might be directly or indirectly 
impacted by the AI technique.9 These projects require 
a balance of technical innovation, ethical consider-
ations, and practical feasibility.

It would be difficult to pinpoint a single founding 
document for AI4SI. Nonetheless, the “AI for Social 
Good” workshop organized by the White House Of-
fice of Science and Technology Policy in 2016 may 
be credited as the single event that sparked a signif-
icant interest in this topic.2 It unified diverse efforts 
focused on social impact under one umbrella emerg-
ing field. This surge in interest is attributed to sever-
al key factors. First, the remarkable advancements in 
AI technologies, including deep learning, natural lan-
guage processing, and reinforcement learning, have 
provided powerful tools applicable to a wide range of 
social issues. The availability of increased computing 
power and large datasets has further accelerated this 
progress, enabling the development of sophisticated 
AI models. Second, the establishment of government 
and industry-supported funding programs, dedicat-
ed workshops, conferences, and special tracks with-
in major AI conferences have increased awareness 
and attracted researchers to AI4SI.3,4 This increasing 
academic focus has led to a substantial rise in pub-
lications related to AI4SI, demonstrating the field’s 
growing maturity.5,10 There are also reports from inter-
national agencies, such as the United Nations, track-
ing the progress of AI4SI efforts.6

CURRENT STATE AND TRENDS
Existing efforts in AI4SI have covered a wide range of 
application domains,17 such as public health,18 agricul-
ture,25 environmental sustainability,13 transportation,26 
food security,21,22 crisis management and disaster re-
sponse,20,24 and poverty mitigation.14,19 These efforts 
reflect the increasing recognition of AI’s potential to 
address complex societal challenges, especially in 
low-resource settings. Notably, many AI4SI projects 
have moved beyond the research phase and achieved 
successful deployment, resulting in tangible improve-
ments such as improved wildlife protection,15 less food 
waste,22 and better-targeted social welfare programs.12

As evidenced by these existing efforts, advancing 
interdisciplinary collaboration is becoming the norm 
in AI for social impact work. This necessity stems 
from the complex nature of societal challenges, which 
often require insights from diverse fields. Close part-
nerships with domain experts, local practitioners, and 

policymakers ensure that AI solutions are not only 
technically sound but also relevant and effective in 
the real world. This collaborative approach fosters a 
shared understanding of the problem and enables the 
development of solutions that are tailored to the spe-
cific needs of the communities they serve.

Emphasizing ethical AI is also critical, with fair-
ness, transparency, and privacy as paramount con-
siderations.23 Major concerns, such as bias in data 
collection and the unintended consequences of AI 
deployment, must be addressed from the outset to 
ensure that AI systems align with societal values and 
avoid harm. AI4SI projects, by their very nature, work 
with vulnerable populations and sensitive data, mak-
ing ethical considerations even more crucial. By pro-
actively addressing potential ethical issues, research-
ers can build trust with communities and ensure  
that AI is used for good, rather than exacerbating 
existing issues.

Several trends are shaping the future of AI4SI in 
the short term. First, AI has become more broadly 
useful and accessible through the development of 
general-purpose models and the ability to serve them 
through scalable cloud computing. In the past, models 
developed for a specific task and run on a local com-
puter predominated AI4SI projects. Because founda-
tion models possess broad knowledge and capabili-
ties without training,7 they can be leveraged in AI4SI 
interventions to reduce the amount of task-specific 
data and engineering that is required. Cloud-based 
solutions enable the deployment of AI tools to remote 
or resource-constrained areas, democratizing access 
to AI technologies. In addition, the cloud has made 
maintenance and sustainability easier—the inter-
vention can exist as a cloud service that can be more 
easily managed by end users. These changes have re-
duced the barrier to entry and increased the potential 
for long-term impact.

Second, the perception of AI by stakeholders has 
changed dramatically. AI was previously a niche top-
ic that few, outside of the research community, pos-
sessed strong opinions about. The public increasingly 
believes that AI systems are capable, and it is thus eas-
ier to convince stakeholders that meaningful impact is 
attainable. However, many groups hold negative views 
about the potential consequences of the proliferation 
of AI systems, viewing it as a threat to jobs, a spreader 
of incorrect information, and unlikely to be regulated 
enough.11 These views motivate work in AI4SI to go 
beyond effectiveness, to areas such as transparency, 
trustworthiness, and fairness, which are required for 
interventions to achieve long-term impact.
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THE FUTURE OF AI FOR  
SOCIAL IMPACT

The long-term future of AI for social impact will be 
determined by the interplay between technological 
advancements and the human context in which tech-
nology is used. There are many possibilities for how AI 
and related technologies will advance over the next 
15 years—especially given both rapid progress and 
persistent challenges faced by foundation models—
and we discuss next how these uncertainties may 
impact the technical agenda for AI4SI. Regardless of 
the direction that the technology takes, developing a 
scientific understanding of how AI can be effectively 
used in a given social context will remain a key chal-
lenge for the field. Meeting this challenge will require 
interdisciplinary collaborations, the development of 
deep partnerships with communities, and investment 
in rigorous evaluation and empirical study, elements 
that we discuss in more detail next.

One key element of the AI4SI agenda will be to en-
able the design of AI systems that are not only tech-
nically effective but also deeply contextually relevant 
within social impact settings. This requires a nuanced 
understanding of the specific needs, cultural sensitiv-
ities, and practical constraints of the communities be-
ing served. Researchers must move beyond purely al-
gorithmic considerations and engage in participatory 
design processes that prioritize the voices and experi-
ences of end-users, ensuring that AI solutions are truly 
aligned with their real-world needs and challenges.

A second will be to ensure the sustainability and 
scalability of AI deployments in resource-constrained 
environments. Beyond the initial prototype phase, the 
long-term viability of AI solutions depends on their 
ability to be maintained and scaled by organizations 
with limited resources, such as nongovernmental or-
ganizations and government agencies. This necessi-
tates the development of sustainable software archi-
tectures, the creation of user-friendly interfaces, and 
the provision of adequate training and support for 
local stakeholders. Moreover, funding these efforts, 
often because of the lack of commercial viability, is in 
itself a major concern. Currently, many AI4SI projects 
struggle to translate from a prototype to a system 
that is regularly used and maintained. An essential 
part of the field’s future will be to develop methods 
and infrastructure to support users in taking owner-
ship of AI systems.

Third, robust evaluation frameworks are crucial 
for assessing the impact of AI solutions in field set-
tings and building stakeholder trust. There is signif-
icant room for AI researchers to expand their ability 

to design and implement field trials and other mech-
anisms for program evaluation. Currently, relatively 
few AI4SI projects have been the subject of rigorous 
evaluation and there is significant opportunity for the 
field as a whole to learn “what works” through the de-
velopment of a broader base of empirical evidence. 
Evidence on the limits of AI, or social settings where 
prediction is ineffective or inappropriate (e.g., Salganik 
et al.16) is also critical. Beyond aggregate measures of 
impact, these evaluation frameworks must also incor-
porate the perspectives of users and impacted popula-
tions. The accessibility community’s mantra, “Nothing 
about us without us,”8 serves as a powerful reminder 
of the importance of involving stakeholders in all stag-
es of the evaluation process.

Tackling all of these challenges will require the 
field to address the gap between traditional AI edu-
cation and the specific skills required for impactful 
social work. Standard AI curricula primarily focus on 
algorithm design and analysis, often emphasizing the-
oretical concepts and performance on benchmark 
datasets. This approach, while essential for advancing 
core AI methodologies, leaves students ill-equipped to 
address the complex, real-world problems that AI4SI 
tackles. Effective AI4SI research demands a broader 
skillset, extending beyond purely technical expertise. 
It requires the ability to collaborate effectively with 
domain experts, such as public health officials, envi-
ronmental scientists, or social workers, and to engage 
meaningfully with community members whose lives 
are directly affected by the technology. Understanding 
the nuanced socio-economic and cultural contexts of 
social challenges, and translating technical advance-
ments into practical, user-centered interventions, are 
crucial competencies.

In addition to education for AI researchers, an-
other important direction for advancing AI4SI is to 
empower a broader set of stakeholders—beyond 
AI researchers—to actively participate in identify-
ing, designing, and deploying AI solutions by them-
selves. This requires the development of accessible,  
user-friendly AI tools that can support domain experts, 
practitioners, and community organizations in recog-
nizing opportunities where AI can be beneficial and 
in prototyping simple AI-powered solutions without 
deep technical expertise. Closely intertwined with this 
is the need for widespread AI literacy education. As AI 
technologies become more pervasive, equipping the 
general public and professionals in fields such as pub-
lic health, education, agriculture, and social work with 
the skills to understand, evaluate, and use AI tools is 
essential. Building capacity across sectors not only 
democratizes innovation but also helps ensure that 
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AI solutions are grounded in real-world expertise and 
values. Together, accessible tooling and inclusive edu-
cation form a critical foundation for scaling the impact 
of AI in diverse social contexts.

While these skills will remain essential regardless 
of how AI develops more broadly, many of the key 
technical questions for the future of AI4SI will depend 
on the manner in which general AI capabilities ad-
vance. AI research has seen a period of intense con-
solidation, where an increasing portion of the field 
has shifted its focus to foundation models, which 
have seen a rapid expansion in their capabilities. How-
ever, there are still key limitations in the application 
of foundation models in AI4SI. First, the underrepre-
sented groups that AI4SI aims to benefit are often 
underrepresented in foundation model training data. 
Second, optimizing interventions often requires spe-
cialized mathematical tools from areas such as opti-
mization and statistics. Foundation models currently 
struggle to perform complex reasoning tasks, either 
directly, or by leveraging external tools that perform 
these functions.

We see the next 15 years as playing out differently 
depending on the extent to which foundation models 
are able to overcome these challenges. In the sce-
nario where foundation models are most effective, 
future work in AI4SI will diminish its emphasis on the 
mathematical and engineering challenges that must 
currently be overcome to build such systems. Instead, 
the social-systems challenges discussed previously, 
related to context-sensitive design, evaluation, and 
capacity-building, will only grow in importance. In the 
most extreme version of this world, the use of AI tools 
proliferates every field to such an extent that work we 
now consider to be AI4SI occurs without reference to 
the term AI at all.

In the scenario where these gaps in foundation 
models’ capabilities persist, the design of task-specific 
systems (that perhaps use foundation models inter-
nally) will continue to play a central role. When design-
ing such systems, overcoming the limitations of data 
will be a key technical concern. AI for social impact 
projects frequently grapple with scarce, low-quality, or 
biased data, which can significantly impact the perfor-
mance and fairness of AI models. Developing robust 
data collection strategies, employing techniques for 
data augmentation and bias mitigation, and explor-
ing alternative data sources are essential for building 
reliable and equitable AI systems. This also requires a 
careful consideration of the cultural context in which 
data are gathered, ensuring that AI data collection 
methods are adapted to local practices, rather than 
imposing external standards.

CONCLUSION
AI4SI is a growing field leveraging AI to address 
societal challenges and aid vulnerable populations. 
Fueled by technological advancements and interdis-
ciplinary collaboration, AI4SI has seen successful de-
ployments in areas like health and environment, with 
increasing attention on ethical considerations and 
new AI trends. Looking into the future, there are many 
challenges to overcome: designing contextually rele-
vant and sustainable systems, improving data quality, 
establishing robust evaluations, and fostering neces-
sary interdisciplinary skills. Successfully navigating 
these hurdles is crucial to fully harness AI’s potential 
for positive social change in the coming years. The 
future trajectory of AI4SI will ultimately hinge on how 
technological innovations are integrated within—
and shaped by—the social, cultural, and institutional 
contexts in which they are deployed.
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Abstract—This paper presents the results of a qualitative
transnational and cross-sectional study of the attitudes, fears,
hopes and uses of AI in the framework of the KT4D HORIZON
2024 project 1. It contributes to the literature exploring social
factors behind the discourse and practice surrounding AI. Focus
group meetings with laypersons in Spain and Poland explored
the impact of AI on healthcare, entertainment, education, em-
ployment and democracy. The expected changes in healthcare
were perceived as most positive, whereas the impact on civil
rights and democracy brought up the most fears regarding
privacy, misinformation, manipulation and invasive surveillance.
We conclude that digital literacy levels and trust influence heavily
in the attitudes towards AI. We also suggest that media narratives
should not be underestimated as a determining factor in building
attitudes towards technology.

Index Terms—AI, digital literacy, trust, TAM, generational
gap, user acceptance

I. INTRODUCTION

In the two year period between 2022 and 2024, the world
has experienced a tremendous increase in the use of AI
by the general public [1], [2]. Yet, the adoption of this
technology is still uneven and heavily reliant on social factors.
The discourse around AI often involves a display of strong
opinions about the perceived threats and opportunities around
it, whereby highly optimistic revolutionary paradigms coexist
with dystopic imagined futures of surveillance and depen-
dency. This paper presents a qualitative study of this discourse

1The Knowledge Technologies for Democracy (KT4D) has received fund-
ing from the EU’s Horizon Europe research and innovation programme under
Grant Agreement no. 101094302. It is a project that aims to foster civic
participation in democracy by capitalising on the benefits of developments in
AI & Big Data Technologies by developing and validating tools, guidelines
and a Digital Democracy Lab Demonstrators platform as well as conducting
multidisciplinary research on the use and perception of this cutting-edge
technologies. More information can be found here: https://kt4democracy.eu/

as perceived by laypersons: their expectations, hopes and fears
associated with AI. The empirical work was conducted in
the form of focus group discussions in Spain and Poland in
the autumn of 2023, and involved participants from diverse
backgrounds, age groups and with the inclusion of represen-
tatives of vulnerable groups. As AI continues to permeate
various aspects of society, it is crucial for policymakers and
researchers to comprehend the nuanced perspectives, hopes,
and apprehensions of the general public towards this transfor-
mative technology.

The primary objective of this study is to identify perceived
threats and opportunities for democracy and civil rights that
stem from the advent of AI. To that purpose, the research
team ran focus group meetings with a selected sample of
participants, in which their perceptions were explored. The
discourse centred, among others, on the relationship between
the rapid development of technology and civic engagement,
and the role of values and norms in this complex interaction.

The meetings were organised in a two-step approach. In the
first step, a pilot study meeting was held in Cracow, Poland,
which enabled us to test the meeting assumptions and verify
practical solutions. In the second step, two concurrent use case
meetings were held in Warsaw and Madrid, which form the
basis of the analysis in this paper.

All focus group participants, irrespective of their age or
other characteristics, indicated that they had encountered AI
in their personal lives. They tended to have a positive attitude
towards AI, and saw it as a tool that could benefit societies
in multiple ways. Thus, there seems to be a good amount of
good will towards AI in society. They saw potential efficiency
and effectiveness gains in healthcare, which in their opinion
unequivocally would benefit from AI. They also indicated
the benefits of greater access, choice, content creation and
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customisation in the fields of entertainment and education.
Although they were aware that there would be losers in the
job market, they did not appear overly worried about that
as they expected that the creation of new jobs and safety
improvements will lead to cumulative net gains from AI. In
the sphere of civil rights and democracy, although noticing
potential gains, participants had the most fears regarding pri-
vacy, misinformation, manipulation and invasive surveillance.
However, they agreed that those risks could be reduced with
appropriate regulation and education that raises individual
digital literacy.

The final aim of this research is also to contribute to the
young but thriving body of literature about the attitude towards
AI, where relatively small-sized studies in different countries
are being carried out to conform a constellation of knowledge
that serve us to not simply complete the puzzle about the
nature of the attitudes towards AI but also to understand
the reasons and cultural/demographic factors behind such
attitudes. The originality of this work lies in its exploration of
the perceived threats and opportunities for democracy and civil
rights arising from the proliferation of AI. Unlike previous
studies that often highlight either optimistic or dystopian nar-
ratives, this research presents a nuanced understanding of the
discourse surrounding AI, shedding light on the coexistence
of optimistic and pessimistic viewpoints of lay citizens in
different cultural contexts. Policy-makers can benefit from the
findings of this research by gaining a deeper understanding of
public sentiments towards AI, thereby informing the develop-
ment of regulations and policies that address concerns such as
privacy, misinformation, and surveillance while harnessing the
potential benefits of AI for society. Additionally, researchers
can build upon this study to further explore the cultural
and demographic factors influencing attitudes towards AI,
contributing to a more comprehensive understanding of this
evolving field. Overall, this paper not only adds to the growing
body of literature on AI attitudes but also offers practical
implications for policy-making and future research endeavors.

II. RELATION TO THE EXISTING WORK

A. Attitudes towards AI, a constelation of small-scale studies

Along with the wider adoption of AI in the last year, a new
and nourished body of literature about the attitudes towards
AI has been growing over the last few years. [3] , [4] or
[5] are examples of it. Usually these studies review medium-
scale papers localised in a geographical area that explore the
attitudes towards AI.

When it comes to comparing small-scale studies centred
on the acceptance of AI, [6] conducts a systematic literature
review with more than 60 small studies about the acceptance
or rejection of AI. Several factors are shown as determinants
across studies for the acceptance of AI. Across most of
these studies, systematically analysed trust in AI and the
complexity of use are among the common key hurdles towards
AI adoption. Similarly, these studies find common ground
in framing the adoption and likelihood towards acceptance
to the overall digital skills, conceived as a global form of

familiarity with the software and hardware that make possible
the interaction of any user with the AI. These studies usually
structure the attitudes towards artificial intelligence in regard
to five axles (healthcare, education, recreational, labour and
politics/civil society framed in the General Attitudes towards
Artificial Intelligence Scale (GAAIS) [7] [8] which is an
analytical framework aimed at unifying qualitative and quanti-
tative studies about attitudes towards AI. The aim of this paper
is to contribute from a transnational European comparative and
inclusive perspective to the constellation of literature in this
field.

Along these reports, we can see common ground: they
often show results of how negative and positive opinions and
attitudes are heavily fragmented depending on the thematic
and age group asked. In particular, these studies focus on (1)
discourse and (2) use of AI technologies which in conjunction
form the attitude towards AI [7], [8] . They also show that
the attitudes towards AI are polarised and polarising, and
point at several causes, including the overall digital literacy,
knowledge about the functioning of AI, and most importantly
demographics [4], with the older age groups having commonly
a far less favourable attitude towards AI than younger users.
This fact is particularly worth paying attention to when ob-
serving the aforementioned narratives towards AI absorbed
by such generations. Other studies focus on particular fields,
notably healthcare where acceptance is mostly linked to trust
and knowledge of the functioning of AI [9], [10]. When
coming to these specific professional fields, the need for a deep
understanding of the functioning and purpose of AI is vital at
the time of establishing the necessary trust for adoption, but
in the end it is trust that matters the most. Age and digital
literacy stay relevant as indicators for AI adoption in these
fields but with less relevance than when research is about the
general population.

B. Attitudes towards AI in context

A sensible interpretation of the results of these studies
should assess the fact that unlike other ground-breaking
technologies (e.g., the Internet), AI does not come to us
uncharted, at least from the attitudinal point of view. We must
not underestimate fiction, and more specifically 20th century
dystopian narratives as the initial ground to build the attitudes
towards AI in particular [11]. However, the ways in which
science fiction has categorised AI do not normally convey the
actual functionality of the modern-day AI, usually exceeding
the actual capabilities of the technology [12]. Rather than AI
being autonomous, everyone engaged in an AI undertaking
is part of the AI system, which includes, in addition to
researchers, “those who set up the institutional arrangements
in which AI systems operate, and those who fill roles in those
arrangements by monitoring, maintaining, and intervening in
AI systems” [13]. Ignoring all of these actors leads to a
”sociotechnical blindness” that allows for the belief “that AI
systems got to be the way they are without human intervention
[. . . ] which facilitates futuristic thinking that is misleading”
(ibid.: 587). Hence, sociotechnical blindness obscures the fact
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that AI systems follow human interests and are embedded in
social power structures set up by humans. These perceptions
may have an important impact in trust towards AI, particularly
among the elderly. Trust has been classically identified as one
of the most important indicators of technology acceptance in
general [14].

The data analysis was made through a discourse analysis
approach [16] selecting representative and/or unique segments
or components of language use (e.g., several lines of a focus
group transcript) and then analysing them in detail to examine
how versions of elements such as the society, community,
institutions, experiences, and events emerge in discourse [17].
More specifically, [18] conceptualised that discourse analysis
operates on three fundamental assumptions: antirealism (i.e.,
people’s descriptions cannot be deemed true or false portrayals
of reality), constructionism (i.e., how people’s constructions
are formed and undermined), and reflexivity. Discourse analy-
sis depends on the researcher’s sensitivity to language use,
from which an analytic tool kit is developed that includes
facets such as rhetorical organisation, variability, accountabil-
ity, positioning, and discourses paying special attention top
the “way versions and descriptions are assembled to perform
actions” [19]. Along with that and to coordinate the different
backgrounds of the transnational research team we followed
the “adversarial collaborations” approach, a methodological
procedure in which disagreeing scholars work together to
resolve their empirical disputes, are the next necessary science
reform for addressing lingering weaknesses in social scientific
norms. Adversarial collaborations will further minimise false
positives, expedite scientific corrections, stimulate progress
for stalemated scientific debates, and ultimately improve the
quality of social scientific outputs [20] .

III. RESEARCH APPROACH

The empirical method of this study was focus group dis-
cussions and deliberations. Aided by the existing literature,
we selected our participant sample in a way that ensure
representation by (1) gender (2) age, (3) native/migrants and
(4) participants with disabilities. with a total of 69 participants
across the study being a 16% of them people from vulnerable
collectives (See Table I)2.

Since the sample chosen is not based on statistical prob-
ability but on reflecting human sense and expression, it did
not require an extensive number of participants [21] (101-
112). As established in [22], it is estimated that with an
approximate sample of 7 participants, conclusive results can
be obtained if saturation point of responses is reached and the
questions are focused on a specific theme. However in this
particular case this sample of 7 participants (representative
of the different target groups) was replicated 10 times to get

2We can define a vulnerable group as an umbrella term that groups together,
different intersectionalities, due to the interrelation of various categories [29],
such as sex, gender, age [30] ethnicity, disability, human or social capital,
socioeconomic level, access to available resources, etc [31]. This reality must
also be perceived as such at the same time by the members of the same
society [32]. In this sense, it is the intersectionality of these elements that
shapes vulnerable individuals or groups.

more consistent results within the qualitative sample. These 10
groups of 7 participants were the conformants of the different
focus groups. Focus groups have been chosen as a research ap-
proach since they are powerful tool towards understanding the
cohesiveness in attitude of a group towards a certain topic in a
social setting [16] understanding not only opinions and ways
in which people understand certain items, but also the way in
which this knowledge is exchanged and how the cohesiveness
or disjoint of the group interact with opinion [23] in a safe,
isolated environment [24] Regarding the specific composition
and sample selection of focus groups we follow Madriz and
Merton’s approach [25], [26] to identify “salient dimensions
of complex social stimuli” approach. For that reason the focus
groups themselves are organised by mixing participants of
different age groups and backgrounds regarding vulnerability
to bolster and enrich discussion through difference rather than
likelihood.

These choices depart from two main reasons. One is the
gaps of knowledge about AI between the diversity of profiles
among participants, something that can work in detriment
of other methodological approaches such as the interview
or the survey where some participants may lack knowledge
to answer certain questions. Focus groups give a space of
knowledge sharing among participants thus constituting an
adequate space for the expression of opinion gained from
that knowledge acquisition. Another reason is the polarising
attitudes commonly found toward cutting-edge technologies,
particularly from a generational point of view [27], [28]. The
mixed composition of these focus groups was designed to let
those polarisations erupt for its analysis.

A. Focus group approach

The team ran focus group sessions in which the perceptions
of citizens were explored. The meetings were organised in
a two-step approach. In the first step, a pilot study meeting
was held in Cracow, Poland, on 6th October 2024, which
enabled us to test the meeting assumptions and verify practical
solutions. In the second step, two concurrent use case meetings
were held in Warsaw (9th November 2024) and Madrid (31st
October 2024), which form the basis of the analysis in this
paper. In both countries, the meetings were conducted in
local languages, i.e., Polish and Spanish, respectively. As
mentioned previously, the participants were selected based
on several socio-demographic criteria that were set to en-
sure group diversity. These included gender, age, belonging
to a vulnerable group, politically active/inactive, or having
diverse digital skills. In total, 69 people took part in the
sessions: 8 in the pilot use case in Cracow, and then 20 in
Warsaw and 41 in Madrid. Although we achieved the goal
of having representatives of different social groups (see Table
I), considering the age dimension, the younger demographic
was over represented. On one hand, this might have biased
the deliberations towards the perspectives, experiences and
expectations of younger people. But on the flip side, it gave
us an opportunity for a deeper exploration of the attitudes and
opinions on AI of that social group which will see their lives
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TABLE I
PARTICIPANTS CHARACTERISTICS

Characteristic Warsaw Madrid
Number of participants 20 41
Female 9 14
Male 11 27
Student 12 27
Employed 6 6
Retired 2 4
Immigrant 2 0
Disabled 1 4
Minimum age 18 18
Maximum age 78 72

affected by the advent of AI and related technologies the most.
However, it should be emphasised that we also had participants
from the middle-aged and elderly groups, and their input also
turned out to be significant, frequently driving the key points
of the conversations. That inter-generational contrast was the
primary factor fuelling the previously mentioned adversarial
collaboration.

IV. FINDINGS

The goal of the focus group meetings was to explore
participants’ perceptions of AI, their perceived fears and
opportunities, as well as explore solutions within the realms
of policy and education that would alleviate some of the risks
and boost opportunities that come with AI. Particular focus,
due to the Knowledge Technology for Democracy (KT4D)
Project requirements, was placed on the impact of AI on
widely understood democracy and civil society.

Each meeting started with introductions of the research
team and participants, and an overview of the KT4D project.
As a warm-up exercise, before starting the discussion, the
researchers asked participants to write down on a piece of
paper whether in their opinion AI was a positive, negative or
neutral development for humans. The exercise was repeated at
the very end of the session to see whether the deliberations
might have changed individuals’ opinions. Participants in
Warsaw saw AI as something positive already at the onset
of the meeting, with only one person seeing it as a negative
development. The opinions moved even more in favour of AI
when the exercise was repeated at the end of the session.
The number of individuals who thought of it as a good thing
has increased even further. However, some individuals noticed
the more nuanced effect of AI as they said that it would
have both negative and positive impacts. In Madrid, in an
open introductory discussion, the majority of participants also
agreed that AI would have a major positive impact on society.
In both countries the shift towards the positive perception was
more acute among the older participants, particularly those
who had lesser knowledge about the topic and acquired more
knowledge during the session. This is a strong indication of
how acquiring down-to-reality knowledge about this technol-
ogy can be a powerful tool to break preconceived fears.

A. What is AI and where do we already encounter it in our
lives?

Subsequently, there was a moderated discussion about the
areas in which people interact with AI in daily life and their
understanding of the term “AI”. Participants indicated that they
already encountered AI in chatbots, text editing tools, home
appliances, search engines, image and sound editing tools, and
virtual assistants such as Siri. In both countries, the use of AI
applications was determined by two factors in particular. The
first one was age, whereby younger individuals were more
prone to integrate AI into their daily tasks. The second one
was the employment status, whereby those in employment
indicated increasing use of AI in their job activities. There was
a huge gap in not only the use of AI but also the perception
and self-consciousness of the usage of it among the disabled
individuals.

In discussing how participants understood AI, they typically
described it as a tool that performs tasks automatically (“does
tasks for you“), uses large data sets and algorithms to order and
exploit information, and simulates human abilities. Participants
associated the following words with AI: speed, innovation,
replacement of human work and thinking. They were aware
that AI is not affected by emotions and feelings as humans are,
and that the effectiveness and reliability of AI depend on how
it is trained. They said that the more and more reliable data
it is fed, the better results it produces. Moreover, participants
thought that AI was still not good at distinguishing between
false and true information. Notably, there was consensus re-
garding this description among different groups of participants
with one exception: those who had technical background - they
tended to modulate strong opinions and definitions of AI. For
example, a participant in Spain with such a more technical
profile defined AI as a “tool that let you code with common
language” which consequently served as a convincing enough
narrative to shift the tone of the group discussions for the rest
of the session. This reveals how providing a small amount of
knowledge of the functioning of AI can influence commonly
attributed narratives about AI.

In the next step, the participants selected and discussed AI
technologies they thought were most impactful in everyday
life. They listed such tools as facial recognition, chatbots
(ChatGPT), the Internet, and deepfakes. They debated pros,
such as logging in easily, versus cons, such as invasive surveil-
lance with facial recognition. Overall, the participants seemed
acutely aware of the risks linked to the facial recognition
technology. Some saw chatbots as useful learning tools for
education. However, others worried that AI made cheating at
school too easy, although it was hinted that this sense of threat
was accompanied by a higher conformity with the traditional
education system. Most participants across countries recog-
nized the increased ease of accessing relevant information
online thanks to AI, but at the same time, they were aware
of potential issues and risks of bias, misinformation and
manipulation. Deepfakes were indicated as a potentially
destabilising means for democracy whereby rogue or hostile
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agents could use the technology to influence political debate
in the country, discredit public figures and deepen mistrust
between various parts of the society. Table II summarises
the AI-powered technologies and uses that are expected to
have the greatest impact on society indicated according to the
participants.

B. The impact of AI on the world in 10 years

The above warm-up activities and discussions, when par-
ticipants’ minds were already focused on AI and related
issues, in the most crucial part of the meeting we asked
participants to imagine the world in 10 years’ time. Their
task was to foresee AI’s effects on five domains of life:
health, workplace, education, entertainment, democracy and
civil society. The discussion was moderated using the common
framework described in the literature review section. The
participants were issued with flipchart sheets to write down the
expected effects. Initially, we did not ask them for any value
judgments. However, when the expected effects were listed
on the paper, we asked them to consider whether those were
likely to be overall positive, negative, neutral or ambiguous.
Table III and Table IV summarise respectively the positive and
negative effects as envisaged by the participants.

In the first domain, healthcare, the outlook presented by
our participants is decisively positive across all backgrounds
and age groups. Imagining the future, participants envisaged
that AI could aid healthcare via more accurate, speedier and
cheaper diagnosis. They saw AI as a tool that would give
more power to patients. This could be through access to self-
diagnosis and self-treatment tools, a better understanding of
medical information, and greater independence for disabled
people, in particular those with mobility issues. They were
also hopeful that AI would help humanity by inventing new
medicines and even designing artificial vital organs for trans-
plants. Overall, they thought that we would see great leaps
in efficiency and effectiveness within the healthcare sector.
However, they were worried that healthcare staff could lose
some of their core knowledge as their reliance on AI would
increase and expressed concerns about the security of sensitive
data and nefarious purposes it could be used for.

The second considered domain was the workplace. Al-
though the participants saw the risk and negative consequences
of job displacement as AI replaces humans in some sectors,
and those of older age might particularly struggle to adjust,
they thought that AI would enable new efficiencies and have
a net positive impact on both employment and work-life
balance. The latter would be helped particularly by shorter
working hours or work week. Here they saw an important
role for governments to be agile in updating labour laws in
a way that would protect workers and minimise the negative
consequences of the AI revolution. Again, AI was viewed as a
technology that could improve the access of disabled persons
to employment by overcoming existing barriers. They also
thought that the demand for and value of jobs requiring direct
human contact would increase as people would feel a greater
need to interact with other humans in the world where they are

increasingly surrounded and influenced by omnipresent tech-
nology. Notably, those participants who already participated
in the job market were less concerned about AI replacement
than those who were not. The biggest concerns arose in the
participants who were retired.

Education was the third debated domain. Unsurprisingly,
students immediately pointed out that AI could do homework
as well as enable cheating. However, when we delved deeper
into the topic, the participants foresaw benefits that could be
attributed to enhanced access to knowledge and fine-tuned
personalisation in education. For example, teaching content
creation could be automated, and it could be delivered in
various formats, versions, and communication channels to
meet the specific needs of each student. That would also
improve the educational attainment of neurodiverse individuals
or those with disabilities. Each student could have a personal
AI advisor that would provide them with frequent feedback,
advice and motivation. However, two substantial risks were
flagged. First, AI-developed teaching materials and tools could
be biassed or misused as the individuals or organisations be-
hind them could seek to influence or manipulate the recipients.
This is particularly worrying as AI is perceived by some as
a “black box” and the users of content tend to be unable
to verify its origin or processing. The second worry was
that the AI revolution in education could increase inequalities
and diverge in access to quality education as individuals
from poorer backgrounds or less developing countries would
struggle to obtain access to the latest tools. The latter worry
was emphasised by the elderly participants.

Entertainment was another area where participants were
unanimous about the net positive effects of AI. As in the case
of education, the key change in the participants’ opinion would
be greater and more fine-tuned customization of content.
For example, digital books and films could be immediately
available in multiple languages as AI would take care of the
translation, and possibly voice-overs in films. The advent of
virtual reality would make remote and multi language visits
to museums and other points of interest cheap and easily
accessible to everyone. This would also have an inclusive
effect on people with disabilities as physical barriers they often
face would become irrelevant. Finally, AI was seen, mostly
by younger profiles and those more digitally skilled as an
upcoming art creator and enhancer of special effects, scenarios
and scripts in gaming and other visual arts. Here, some
participants wondered about intellectual property, the value of
AI-created artworks, and whether they could be as valuable as
those delivered by humans. The conclusion was that AI would
create new and exciting avenues within the entertainment
industry, but some rules would be required not to price out
human creators. For instance, the participants emphasised that
they would always want to see a full disclosure of whether an
artwork is a result of AI or human work.

Civil society, politics, and democracy was the final domain
of deliberation. The participants expected that AI technology
and improved search engines would enable them to better fact-
check information. It would also allow users to dive deeper
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TABLE II
AI TECHNOLOGIES THAT WILL HAVE THE GREATEST IMPACT ON DEMOCRACY AND CIVIL RIGHTS

Tool / use Positive impacts Negative impacts (risks)

AI chatbots
(e.g.,
ChatGPT)

Augmenting learning (education), Cheating – doing work for students, AI cannot be impartial, lack of
critical thinking and inability to write autonomously. Long term
takeover by biased AI in decision-making

Deepfakes Uses in the entertainment industry Bias, misinformation, manipulation, social media and traditional
media mistrust

Facial recog-
nition

Easily logging into devices and services Ease of
accessing, filtering and ordering relevant information

Intrusive surveillance, access from corporations and governments to
data related to the body

Search
engines

Recommendations based on your interests in any
topic Entertainment and and informative value

Exacerbating information bubbles, undermining critical thinking

Content gen-
eration in so-
cial media

Advancing research and efficient decision-making Privacy concerns if data falls into the wrong hands (governments and
large corporations)

TABLE III
A SUMMARY OF THE PERCEIVED POSTITIVE EFFECTS OF AI ON LIFE IN 10 YEARS’ TIME

Healthcare Workplace Education Entertainment Civil society, politics, and
democracy

Improved
and speedier
diagnostics

Improved efficiency of
some jobs

Access to greater
amounts of knowledge

Customization of content Enhanced tools for verifying
information / fact checking

Accurate
self-
diagnosis
of minor
ailments

New jobs related to
communicating with AI

Education will become
more specialised and
personalised

e-books and films
available instantly in
multiple languages

Online voting – more efficient and
involving democracy, more
frequent elections/referendums

Freeing up
capacity to
deal with
more serious
cases

Faster and better data
processing and analysis

More accessible to
disabled and neurodiverse
individuals

Remote and
multi-language realistic
museum visits

Increased access to information

Development
of new
medicines
and
treatments

Shorter working week
and remote work will
improve work-life
balance

Increased automation in
content creation

More animated art in
streaming services

Increased ease of expressing one’s
views and building connections
with like-minded individuals

Remote
surgeries
will become
more
advanced
and
accessible

Greater importance of
jobs requiring direct
human contact

AI will do homework for
students

Expansion of social
media

Improved lawmaking and court
rulings

Letting
disabled
be more
independent

Improved safety in
dangerous professions

Greater opportunities for
self-learning

AI as an art creator Better tools to detect corruption

Accessible
and under-
standable
informa-
tion/instructions
for patients

Overcoming barriers in
access to job markets for
disabled

Film: improved special
effects, scripts,
production assistance

Crime reduction through detection
of criminal plots and prevention

into topics of their interests and foster connections with like-
minded individuals on social networks. The effects of AI on
the latter were a key angle in the discussion. The participants
pointed out that AI would promote further developments
in social media, which in turn would increase the ease of
expressing individual views and lead to greater pluralism.
However, extensive customisation of online content could also
come with a high risk of reducing plurality by limiting people’s

exposure to new or opposing views. In addition, the use of
AI would allow greater anonymity and microtargeting online,
exacerbating information bubbles and thus could lead to a
greater manipulation of individuals, groups or even whole
societies.

A key theme was making democracy more responsive to
people’s expectations by advancing online voting which could
mean more frequent elections and referendums. However, as
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TABLE IV
A SUMMARY OF THE PERCEIVED NEGATIVE EFFECTS OF AI ON LIFE IN 10 YEARS’ TIME

Healthcare Workplace Education Entertainment Civil society, politics, and
democracy

Data
security:
loss or
misuse of
data

Job displacement Discouraging learning,
enabling cheating

Replacing traditional
entertainment businesses
such as nightclubs, no
need for DJs

Enabling the state to closely
monitor citizens – decrease in
individual freedom; risks of abuse
of power

Healthcare
staff heavily
reliant on
knowledge
from AI
instead of
their own

Disappearance of certain
jobs

Increasing inequalities
and divergence in access
to education

Replacing referees in
sport

Corporations eliciting private and
sensitive information and using it
for profit

Healthcare
will be more
effective but
there will
be more
restrictions

Threat to methodical
work

AI-developed teaching
tools may be biased or
misused

Reducing need/work for
waiters

Risk of vote rigging or hacking if
AI oversees elections

Increased anonymity in media
enabling manipulation and
misinformation
Deepfakes: impersonating
politicians and opinion-makers
Extensive customisation of online
content will reduce plurality and
people’s exposure to new or
opposing views
Facilitating widespread
misinformation and microtargeting
Increase in phishing

the process would be automated, the risk of vote rigging or
hacking by rogue agents or enemy states would be much
greater if AI oversees elections.

Participants also worried that the AI technology would
enable governments and private corporations to extract private
and sensitive information about individuals, although they
could not picture exactly how. This was a way more present
worry in older generations and could track down to the
mentioned fictional depiction of AI in media, in which these
scenarios are common. These worries were exacerbated by
the perceived opacity of AI technology and the inability to
understand its functioning by laypersons. The misuse of AI
could lead to intrusive monitoring of citizens for political
gains by governments, or profits by corporations. As in other
cases, participants spotted some opportunities also here. They
thought that AI could help reduce crime and corruption. In
both cases, it could improve prevention by spotting early signs
or risk flags, or unusual patterns linked to certain activities
or individuals. Overall, the participants worried that in the
area of civil rights, the risks of AI may outweigh its benefits
and indicated that more (intergovernmental) oversight would
be necessary in this area. Interestingly, participants in Poland
feared more the abuse of power by the government rather than
corporations.

C. Educating for the world with AI

The participants were keen to point out ethical concerns
related to AI. They saw a need to regulate the technology,
impose legal or self-policing limits, and come up with a code
of conduct for tech companies developing and using AI. A
key conclusion of the use case meetings was that for societies
to benefit from AI and minimise the risks of negative effects,
more education of citizens is required. This should give them
the knowledge and tools that would enable individuals to
navigate the world with AI in it.

Therefore, the final part of each session explored features
of good educational materials about AI, such as their format,
diversity, credible sources of such materials, and accessibility.
The participants urged educators to recognise that no one
format will work for all recipients, and a multimodal approach
is needed to reach diverse groups across generations and layers
of society. They favoured diversified formats, interactivity,
consideration of accessibility measures, and involvement of
credible experts and thought leaders to communicate the
knowledge. They saw room for involving show business
celebrities as this could help match messengers to audiences,
but they cautioned against relying only on celebrities in any
case. Some suggested AI could even be involved in teaching
people about AI.

The issue of trust in educational materials was strongly
linked to the sources of their funding, which according to
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the participants should be clearly disclosed and transparent
so that users can assess potential bias. Here, some saw a role
for governments that should promote digital skills and compe-
tencies and lend credibility to AI educational campaigns. This
view, however, brought up a heated debate as other participants
raised concerns that some citizens may distrust government-
sponsored messages. Some consensus was reached that EU-
level financing could be better as it should seem more neutral
and trustworthy to promote common understanding across
member states and citizens. Although it was acknowledged
that those critical of the EU may perceive the content as bi-
assed. When considering whether educational materials could
be sponsored by corporations such as tech firms, participants
were unanimously sceptical and agreed that this could be
viewed as promoting a particular agenda instead of impartial
education. In the end, a weak consensus emerged that a mix
of public and private funding from diverse sources could help
signal neutrality and balance concerns of bias. But this would
have to be with a strong caveat of full transparency of who
the sponsors were, and potential conflicts of interest should
be disclosed. The majority of participants also thought that
whenever possible, ways to verify or fact-check information
should be provided as this would give people confidence and
ability to assess content credibility themselves.

V. CONCLUSIONS

Popular media discussions about AI often showcase strong
opinions on both potential threats and opportunities, ranging
from optimistic visions of revolution to dystopian fears of
surveillance and dependence. The methodology employed,
including a two-step approach with a pilot study followed by
concurrent use case meetings, demonstrates a rigorous and sys-
tematic approach to data collection and analysis. By examining
laypersons’ perspectives on the relationship between technol-
ogy development, civic engagement, and societal values, this
study offers valuable contribution into the understanding of
complex interplay between AI and democratic principles.

At the onset of the meetings, participants expressed a
positive, although not necessarily critical, view of AI. The
deliberations during the sessions, which explored the impact of
AI on life spheres such as healthcare, entertainment, education,
employment and democracy, fostered a critical thinking ap-
proach as the participants identified both positive and negative
impacts AI could have on individuals and society. The ex-
pected changes in healthcare were perceived as most positive.
On the other end of the spectrum was the impact on civil rights
and democracy, where although noticing potential gains, par-
ticipants had the most fears regarding privacy, misinformation,
manipulation and invasive surveillance. Although the overall
perceptions of AI remained overwhelmingly positive at the
end of the sessions, the participants presented a more nuanced
and critical assessment of the effects of the technology.

We conclude that digital literacy levels are significant
drivers of attitudes towards AI. Thus, from the societal per-
spective, efforts should be made to develop and implement
solutions through policy and education to address people’s

concerns and promote understanding of and trust towards AI.
Our participants unanimously agreed that more regulation and
education are needed to make them feel safe, minimise the
risks and maximise the benefits of AI. This should happen
through credible sources of information with transparent fund-
ing to avoid bias, misconceptions and distrust.
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